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   Abstract—ChatGPT  is  a  powerful  artificial  intelligence  (AI)
language model  that  has  demonstrated significant  improvements
in various natural language processing (NLP) tasks. However, like
any technology, it presents potential security risks that need to be
carefully evaluated and addressed. In this survey, we provide an
overview  of  the  current  state  of  research  on  security  of  using
ChatGPT,  with  aspects  of  bias,  disinformation,  ethics,  misuse,
attacks and privacy. We review and discuss the literature on these
topics  and  highlight  open  research  questions  and  future  direc-
tions. Through this survey, we aim to contribute to the academic
discourse  on  AI  security,  enriching  the  understanding  of  poten-
tial  risks  and  mitigations.  We  anticipate  that  this  survey  will  be
valuable for various stakeholders involved in AI development and
usage,  including  AI  researchers,  developers,  policy  makers,  and
end-users.
    Index Terms—Artificial intelligence (AI), ChatGPT, large language
models (LLMs), security.
  

I.  Introduction

A RTIFICIAL  intelligence  (AI)  is  no  longer  a  futuristic
concept.  It  is  a  present  reality  and  has  become  ubiqui-

tous in the daily life of people around the world. The leaps in
machine  learning  (ML)  technologies [1],  and  in  particular,
deep  learning,  have  accelerated  the  AI  revolution,  rendering
machines capable of performing complex tasks that were once
the exclusive domain of humans [2].

Many  of  the  powerful  AI  language  models  are  equipped
with  a  deep  learning  architecture  known  as  the  Transformer
[3],  which  allows  these  models  to  generate  human-like  text.
These models  learn from a vast  corpus of  text  data,  enabling
them to respond to prompts with sentences that maintain con-

textual relevance. The recent version, ChatGPT [4], is particu-
larly impressive, even shocking experts by its ability to gener-
ate  coherent  and contextually  appropriate  responses [5].  This
has  resulted  in  widespread  application  of  those  models,  such
as  drafting  media [6]–[8],  transmitting  artistic  requirements
[9], [10],  facilitating  education [11]–[14],  automation [15],
[16],  eHealth [17]–[21],  finance [22]–[24],  and  tourism [25],
and  writing  or  debugging  code [26]–[30],  creating  a  new
dimension of digital interaction.  

A.  Security Problems of LLMs
However,  with  great  power  comes  great  responsibility,  the

rise of AI has brought various security issues, including risks
of  data  privacy  breaches,  potential  for  misuse  in  generating
deceptive content, inherent biases from training data affecting
output fairness, vulnerability to adversarial attacks, and issues
with  hallucinations  leading  to  reliability  concerns.  In  May
2023, ChatGPT experienced a data breach due to a vulnerabil-
ity in its open-source library [31].  The breach exposed sensi-
tive  user  information  and  raised  concerns  about  the  security
and privacy of AI technologies. In another instance, ChatGPT
accidentally  leaked  company  secrets  belonging  to  Samsung,
leading  to  an  internal  ban  on  the  tool [32].  These  incidents
highlighted  the  challenges  faced  by  large  language  models
(LLMs)  in  ensuring  data  protection  and  prompted  tighter
restrictions  on  AI  use  by  businesses  and  countries.  We  have
classified  the  security  problems  of  LLMs  into  the  following
categories:

1)  Bias: The  bias  in  AI  systems,  often  stemming  from the
diversity  and nature  of  training data,  can lead to  outputs  that
perpetuate  harmful  stereotypes  and  disseminate  misinforma-
tion.  This  not  only  challenges  the  task  of  ensuring  fair  and
unbiased AI but also influences societal norms and individual
behaviors  negatively.  The  problem  is  augmented  as  these
models  are  used  in  decision-making  processes,  from  hiring
practices  to  law enforcement,  where  biased  outputs  can  have
real-world consequences.

2)  Disinformation: The  potential  for  AI  language  models
like ChatGPT to generate large volumes of plausible yet false
content  poses  a  significant  threat  in  terms  of  disinformation.
This capability could be exploited to influence public opinion
on a  massive  scale,  from swaying elections  to  inciting  social
unrest.  The  inherent  biases  in  AI  systems  further  complicate
the  issue,  as  they  can  slant  generated  content  in  subtle  ways
that  might  not  be immediately recognizable,  thereby covertly
shaping narratives.
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3)  Ethics  and  Misuse: Ethical  issues  in  AI  technologies
emerge  prominently  from  their  potential  misuse.  A  primary
ethical issue is the challenge to autonomy and consent, where
AI  systems  may  interact  with  individuals  or  make  decisions
affecting them without their explicit consent, thereby compro-
mising  personal  autonomy.  Additionally,  their  ability  to  pro-
duce contextually appropriate responses can be weaponized to
conduct  social  engineering  attacks,  posing  significant  ethical
and  security  concerns [33].  These  aspects  underscore  the
urgent  need  for  ethical  guidelines  and  robust  mechanisms  to
prevent the misuse of AI technologies.

4) Attacks and Privacy: AI language models like ChatGPT
are susceptible to a variety of cyberattacks that can jeopardize
the integrity and confidentiality of their operations. For exam-
ple,  adversarial  attacks  involve  subtly  altering  input  data  to
trick the model into making errors or producing specific out-
puts, exploiting the model’s sensitivity to subtle statistical fea-
tures  of  the  input.  Privacy  concerns  are  tied  closely  with
attacks.  AI  language  models  can  inadvertently  leak  sensitive
information  embedded  in  their  training  data,  posing  signifi-
cant  privacy  risks.  While  these  models  do  not  inherently
access  or  retrieve  personal  data,  the  data  they  generate  can
reflect the privacy levels of their training sets. This risk is par-
ticularly  pronounced  in  systems used  for  personalized  adver-
tising  and  recommendation,  where  the  inadvertent  disclosure
of  personal  preferences  can  occur [34].  In  a  recent  advisory,
the  Salt  Security  research  team identified  three  types  of  vul-
nerabilities within ChatGPT plugins [35]. Vulnerabilities were
discovered within the plugin installation process itself, allow-
ing attackers to install malicious plugins and potentially inter-
cept user messages containing proprietary information.  

B.  Motivation
Given these concerns, there is a pressing need for a security-

focused  study  on  AI  systems  like  ChatGPT.  Such  a  study
would contribute to the field in several ways, including adopt-
ing  a  proactive  approach  for  security,  understanding  the
evolving  threat  landscape,  informing  policy  and  regulation,
educating  AI  users,  and  advancing  the  field  of  AI  itself.

Therefore, we are motivated to conduct a comprehensive sur-
vey  about  recent  security  issues  raised  in  AI  systems.  The
uniqueness of our survey resides in its precise and comprehen-
sive exploration of security aspects of large language models
(LLMs),  with  particular  emphasis  on  ChatGPT.  While  there
are  other  surveys [36]–[38] that  investigate  topics  like  bias
and security, they cast a wide net over NLP systems and chat-
bots in general. Our survey, in contrast,  narrows the scope to
focus  on  LLMs  and  specifically  highlights  ChatGPT,  allow-
ing for a more nuanced discussion of its  unique complexities
and potential vulnerabilities.

Moreover,  our  survey  extends  beyond  the  focus  of  those
[39]–[44] that  primarily  discuss  theoretical  aspects  of  risk,
ethics, misuse, and mitigation strategies. We provide not only
an  understanding  of  these  aspects  in  the  broader  context  of
LLMs  but  also  delve  into  the  practical  implications,  particu-
larly  for  ChatGPT,  making  our  survey  both  theoretically
informed and practically applicable.

While the paper [45] gives a thorough survey of the evolu-
tion  and  impact  of  LLMs,  it  falls  short  in  its  comprehensive
analysis of their security implications. Similarly, a discussion
[46] on  the  safety  of  dialogue  systems  is  offered  but  the
deeper  security  concerns  inherent  in  LLMs  is  missing.  Our
survey fills  this  crucial  gap by analyzing the security aspects
of  LLMs,  especially  ChatGPT,  from  multiple  perspectives
including bias, disinformation, ethics, misuse, attacks, and pri-
vacy. Table  I provides  an  overview of  various  survey papers
that  have  been  published  on  the  topic  of  Large  Language
Models,  categorizing  them  based  on  their  focus  areas.
Through  comparison,  we  believe  our  survey  offers  a  unique
contribution to the body of literature on the security consider-
ations of LLMs.  

C.  Contributions
The  main  contributions  of  this  survey  are  summarized  as

follows:
1) It provides an in-depth and comprehensive analysis of the

security  aspects  of  large  language  models,  with  a  specific
focus on ChatGPT. Unlike other surveys that broadly discuss

 

TABLE I 
Summary of Recent Survey Papers on LLMs ([36]−[46])

Reference Year
Focus

Bias Disinformation Ethics Misuse Attacks Privacy Defence

[36] 2020 √

[37] 2021 √

[38] 2021 √ √

[39] 2022 √ √

[40] 2022 √

[44] 2022 √ √ √

[41] 2023 √ √

[46] 2023 √ √ √ √

[45] 2023

[42] 2023 √ √

[43] 2023 √ √

Our survey 2023 √ √ √ √ √ √ √
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various NLP systems or AI technologies, this survey narrows
its  focus,  thereby  offering  a  detailed  examination  of  the
unique security challenges and concerns associated with Chat-
GPT.

2) It provides a holistic view of the security issues related to
LLMs.  It  encompasses  multiple  dimensions  of  security,
including bias, disinformation, ethics, misuse, attacks, and pri-
vacy.  This  broad  perspective,  combined  with  the  focused
examination of ChatGPT, allows for a nuanced understanding
of  security  issues,  making the  survey valuable  for  both  theo-
retical research and practical application.

3) It fills a crucial gap in the existing literature by offering a
comprehensive analysis of the security implications of LLMs,
which has been relatively unexplored in previous surveys. By
focusing  on  these  aspects,  the  survey  contributes  to  the  aca-
demic  discourse  surrounding  the  safe  and  ethical  use  of  AI
technologies,  particularly  LLMs  like  ChatGPT,  and  offers
potential mitigation strategies for these issues.  

D.  Paper Organization
The rest  of  the survey is  organized as  follows.  Preliminary

concepts  are  introduced  in  Section  II,  including  how  LLMs
like ChatGPT work and how they function with safety consid-
erations. Section III classifies bias in LLMs into several cate-
gories and introduces the detection and mitigation research in
each category respectively. Section IV summarizes the recent
disinformation research,  including fake media generation and
detection,  and  fake  document  generation  and  detection.  The
recent  ethics  and  misuse  studies  are  presented  in  Section  V,
with a focus on the misuse of ChatGPT in different areas, such
as  email  communication,  and  education.  Section  VI  investi-
gates different types of attacks to LLMs, and analyzes the date
leakage  problem  and  other  risks.  Section  VII  discusses  the
possible  future  research,  followed  by  a  conclusion  of  the
whole paper in Section VIII.  

II.  Preliminary

Large language models like ChatGPT are sophisticated arti-
ficial  intelligence  systems  that  can  generate  human-like  text
based  on  given  input.  These  models  are  trained  on  vast
amounts of data from the Internet, learning to understand and
predict  patterns in language.  In this  section,  we briefly intro-
duce  how  LLMs  like  ChatGPT  function,  focusing  on  their
training methodologies and architectural nuances. To mitigate
or eliminate the risks, safety and ethical use are paramount in
their  deployment.  Measures  such  as  usage  policies,  access
control,  and  user  anonymity  are  implemented  to  ensure  that
the  system  is  used  responsibly  and  any  risks  are  mitigated.
Therefore, we will also introduce these general measurements.  

A.  Training of LLMs
Training  large  language  models [4], [47] involves  a  two-

step process of pre-training and fine-tuning. These models are
also regularly tested for vulnerabilities through “red teaming”.

1) Pre-Training: During the pre-training stage, LLMs learn
to predict  the next  word in a  sentence.  They are trained on a
large  corpus  of  text  from the  Internet,  but  they  do  not  know
specifics about which documents were in their training set or

have access to any specific documents or sources.
The  models  learn  statistical  patterns  in  the  data  they  are

trained on.  For example,  if  the phrase “I’m feeling under the
weather” often precedes “I have a cold”, the model learns that
the latter phrase is a likely continuation. It is important to note
that  the  model  does  not  understand  these  sentences  or  con-
cepts in the same way humans do; rather, it identifies patterns
of words and phrases and their statistical likelihood of appear-
ing together.

2)  Fine-Tuning: After  pre-training,  models  undergo  a  fine-
tuning  process,  where  they  are  trained  on  a  narrower  dataset
with human reviewers following specific  guidelines provided
by  OpenAI  or  another  overseeing  entity.  Reviewers  review
and rate possible model outputs for a range of example inputs.
The model generalizes from this reviewer feedback to respond
to a wide array of inputs from users.

Throughout  the  process,  the  reviewers  maintain  a  strong
feedback loop with the overseeing entity. They meet regularly
to  address  questions  and  provide  clarifications  on  the  guide-
lines. This iterative feedback process helps the model improve
over time.

3) Reviewing and Red Teaming: In addition to pre-training
and fine-tuning, the models’ performance and safety are con-
tinuously  evaluated.  This  includes “red  teaming”,  where  an
external  group  attempts  to  find  vulnerabilities  or  undesirable
behavior  in  the  system,  and  further  improvements  are  made
based on their findings.

It  is  important  to  note  that  while  this  process  can  lead  to
high performing models,  it  also introduces certain limitations
and risks, including the possibility of biases in the responses,
and the inability of the model to provide reliable information
outside of its training data cut-off.

The  process  is  a  complex  one  that  balances  the  trade-offs
between  utility,  safety,  and  ethical  considerations  in  deploy-
ing artificial intelligence in the real world.  

B.  Response Generation
Large language models generate responses [4] based on pat-

terns  they  have  learned  during  training.  They  use  a  method
called Transformer architecture, which is particularly suited to
understanding the context of language.

A simplified  breakdown of  how they generate  responses  is
listed as follows:

1)  Tokenization: First,  the  input  text  is  broken  down  into
chunks  called  tokens.  These  tokens  can  be  as  short  as  one
character or as long as one word (e.g., “a” or “apple”).

2)  Context  Understanding: The  LLM  analyzes  the  tokens
and  their  order  to  understand  the  context.  It  uses  something
called “attention  mechanisms” to  weigh  the  importance  of
each token in relation to the others.

3)  Prediction: Based on the  context  and the  patterns  it  has
learned during training, the LLM predicts the most likely next
token. This prediction is a statistical one, based on the proba-
bilities assigned during training.

4)  Generation: The  predicted  token  is  added  to  the  end  of
the input string. This new string (original input + new token)
is then fed back into the model,  and the process repeats.  The
LLM  continues  predicting  and  adding  tokens  until  it  gener-
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ates  a  stop  signal  (like  a  period  at  the  end  of  a  sentence),  or
until it reaches a specified maximum length.

5)  Decoding: Finally,  the  stream  of  output  tokens  is
decoded back into human-readable text.

It is worth noting that the LLM does not have beliefs, opin-
ions,  or  feelings,  and it  does not  have access to any personal
data about individuals unless it has been shared in the course
of  the  conversation.  It  generates  responses  based  on  patterns
and statistical associations it has learned during training.

This  method of  response  generation can sometimes lead to
issues such as generating biased or offensive content, or unin-
tentionally  revealing  private  information  that  was  input  dur-
ing  the  conversation.  It  is  for  this  reason  that  organizations
using LLMs implement safety and ethical  guidelines,  as  well
as mechanisms for users to report problematic outputs.  

C.  Safety Measures
In this subsection, we briefly introduce the safety measures

[48] when deploying large language models.
1)  Usage  Policies: Usage  policies,  sometimes  known  as

Terms of  Service or  Code of  Conduct,  serve as  a  contractual
agreement between the AI service provider and the user. They
specify what is considered acceptable use of the system. Ope-
nAI’s  usage  policies,  for  instance,  prohibit  the  use  of  its  AI
systems  for  any  harmful,  illegal,  or  unethical  activities.  Any
attempt to use the system for such activities would be consid-
ered a violation of these policies and could result  in termina-
tion of service. Furthermore, the policies guide the interaction
between  the  user  and  the  system,  providing  a  framework  for
how the system should be used and the repercussions if  mis-
used.

2)  Access  Control: Strict  access  controls  are  placed  on  the
training  data  and  the  underlying  model  to  prevent  unautho-
rized  access.  This  might  involve  role-based  access  control
(RBAC)  systems,  where  only  individuals  with  certain  roles
can  access  particular  resources.  Access  protocols  can  also
include  multi-factor  authentication  and  strict  password  poli-
cies to further secure the system.

3)  Monitoring  and  Auditing: Monitoring  and  auditing
involve  keeping  track  of  system activity  logs,  including  who
accessed  the  system,  when they  accessed  it,  and  what  opera-
tions they performed. If any suspicious activities are detected,
such  as  repeated  failed  login  attempts  or  requests  from
unusual IP addresses, it can trigger alerts for further investiga-
tion. Regular audits of these logs can identify patterns of mis-
use  or  potential  security  vulnerabilities  that  might  not  be
immediately apparent.

4) Input Filtering: Certain forms of inputs can be automati-
cally blocked by the system to prevent misuse or harmful out-
puts. This could involve the use of automated content modera-
tion  tools  to  screen  for  and  block  harmful  or  inappropriate
content.  It  could  also  involve  using  filters  to  block  certain
types of requests, such as those asking for personally identifi-
able information or those containing hate speech or offensive
language.

5)  User  Anonymity: In  order  to  maintain  user  anonymity,
any inputs to the system are processed in a way that they can-
not  be  directly  linked  back  to  the  user.  This  might  involve

stripping  out  any  personally  identifiable  information  from
inputs before they are processed and storing user data in a way
that is separate from the rest of the system. User data may be
pseudonymized or anonymized to ensure privacy.

6)  Robust  Cybersecurity  Practices: OpenAI  uses  various
cybersecurity  practices  to  protect  the  system  and  the  data  it
handles. These might include using encryption to protect data
while it is being transmitted or stored, implementing firewalls
and intrusion detection systems to guard against unauthorized
access,  and  regularly  patching  and  updating  systems  to  pro-
tect  against  known  vulnerabilities.  Additionally,  they  might
also include conducting regular security assessments and pen-
etration  testing  to  identify  and  address  potential  security
weaknesses.  

D.  Framework of the Survey
In this section, we delve into the operational underpinnings

of  LLMs like  ChatGPT.  As  these  models  learn  by  assimilat-
ing vast amounts of Internet-sourced data, they inherently risk
embedding  and  later  regenerating  sensitive  information,  pre-
senting substantial privacy concerns. Moreover, the statistical
learning basis  of  these  models  predisposes  them to  manifest-
ing biases present in their training datasets,  which could lead
to security issues when such biases result in discriminatory or
harmful  outputs.  Additionally,  the  Transformer  architecture,
while  enabling  sophisticated  contextual  understanding,  also
increases  susceptibility  to  adversarial  attacks.  These  attacks
exploit  the  model’s  dependency  on  input  patterns  to  inject
malicious content, thus manipulating outputs.

This survey aims to investigate the aforementioned security
challenges posed by AI systems like ChatGPT. It will follow a
systematic  approach  to  literature  review,  focusing  on  peer-
reviewed  articles,  white  papers,  and  official  reports  from
renowned institutions and organizations. It will employ rigor-
ous  criteria  for  selecting  sources  to  ensure  the  reliability  and
relevance of the information. The study will also consider var-
ious stakeholder perspectives,  including those of AI develop-
ers,  users,  policymakers,  and  cybersecurity  experts,  among
others.

The  main  structure  of  this  survey  is  depicted  in Fig.  1.
Except  for  the  main  sections  outlined,  we  delve  deeper  into
the  limitations  of  current  research  and  provide  our  insights
into  prospective  avenues  for  future  exploration  in  this  field.
Our aspiration is that this comprehensive review will provide
new  researchers  with  a  rapid  understanding  of  the  current
landscape,  as  well  as  stimulating and propelling further  stud-
ies in the domain of large language model safety and ethics.  

III.  Bias

As an AI language model, ChatGPT has the potential to per-
petuate  and  amplify  biases  that  exist  in  the  data  or  program-
ming used to train it. Bias can manifest in various ways, such
as  in  the  choice  of  words,  syntax,  or  tone  used  in  generated
text.  There  is  also  the  potential  for  biases  to  emerge  in  the
training data  used to  create  and refine  the  AI  model,  such as
under-representation  of  certain  groups  or  over-representation
of certain perspectives or worldviews.

Researchers have identified and evaluated various biases in
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generative language models. There are also some suggestions
or mitigation strategies proposed against bias. In this section,
we  first  summarize  the  recent  bias  detection  and  evaluation
studies,  and  then  the  research  about  reducing  or  eliminating
bias,  which  is  called  debiasing. Table  II presents  a  compre-
hensive  overview  of  research  efforts  focused  on  detecting,
evaluating,  and  debiasing  biases  in  LLMs,  with  a  focus  on
ChatGPT. In this table, we have included biases from models
other than ChatGPT to provide a more comprehensive under-
standing of the bias issues that pervade large language models
as a whole. It is important to note that the biases exhibited by
ChatGPT  are  not  unique  to  it  but  are,  in  fact,  reflective  of
broader  patterns  observed  across  various  LLMs,  especially
GPT-2 or  GPT-3.  These models  are  trained on large datasets
that  often  contain  inherent  societal,  cultural,  and  political
biases.  As  a  result,  the  biases  manifested  in  their  outputs  are
often similar, if not identical, to those observed in ChatGPT. It
is  structured  to  categorize  the  research  into  two  main  areas:
Bias Detection & Evaluation, and Debiasing, and within these,
further  subdivided  into  specific  bias  types  such  as  Societal,
Political, and Toxicity.  

A.  Bias Detection and Evaluation
Bias  can  be  classified  into  societal  bias  or  political  bias

based on its  nature or  the domain in which it  manifests [37].
Societal  bias  is  when  the  model’s  behavior  reflects  societal

prejudices, stereotypes, or systemic inequities that exist in the
data it was trained on. This can be related to race, gender, reli-
gion,  socioeconomic  status,  and  so  on.  Political  bias  occurs
when  a  model  disproportionately  represents  or  favors  certain
political ideologies, parties, or figures. Besides, there are also
some  general  biases  in  the  form  of  toxic  content  or  hate
speech.

1) Societal Bias Detection and Evaluation: Among societal
biases,  the  most  common  one  is  gender  bias,  followed  by
intersectional bias.

i)  Gender  Bias: In  assessing  gender  bias,  a  comprehensive
framework has been put forth [49]. This framework provides a
blueprint  for  examining gender  biases  and applies  it  to  study
the  inherent  biases  in  leading  language  models,  including
GPT-2  and  Google’s  XLNet.  A  strong  case  has  been  made
that fairness in language generation should rest on the princi-
ple  of  individual  fairness,  which  marks  a  fresh  take  on  the
topic.  Continuing  the  exploration  of  this  research  area,  a
deeper  investigation  of  the  representation  and  gender  bias  in
narratives produced by GPT-3 has been undertaken [50]. The
method involved the use of topic modeling and word similar-
ity metrics to thoroughly inspect the gender stereotypes asso-
ciated with feminine and masculine characters within the pro-
duced  stories.  Significant  gender  stereotypes  were  uncovered
in  these  stories,  with  character  portrayal  and  thematic  focus
displaying  considerable  variations  between  masculine  and
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Fig. 1.     Framework of the survey.
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feminine characters.  Furthering the  discourse  on gender  bias,
an emphasis on detecting the Brilliance Bias in generative lan-
guage models has been brought forth [51]. In this regard, two
variants  of  the  GPT-3  model  were  the  focus.  The  data  sets,
curated from stories generated by these models and prompted
with “brilliance”-related  adjectives  and  gender-specific  char-
acters,  underwent  analysis.  The  result  was  a  revelation  that
these models might amplify Brilliance Bias, thus highlighting
the  societal  implications  of  this  issue  within  generative  lan-
guage  models.  A  recent  study [52] identifies  significant  dis-
parities in the way ChatGPT responds to male versus female-

related  prompts,  particularly  in  fields  traditionally  dominated
by  one  gender.  The  analysis  reveals  how  ChatGPT’s  output
can subtly reinforce existing gender stereotypes, underscoring
the need for more refined models that address these biases.

ii) Intersectional Bias: A seminal piece of work [53] intro-
duces the contextualized embedding association test (CEAT),
a tool designed to measure the overall extent of bias in neural
language  models  (NLMs).  This  approach  uses  a  random-
effects  model  to  ensure  more  accurate  measurements.  Two
innovative  methods  have been introduced:  Intersectional  bias
detection  (IBD)  and  emergent  intersectional  bias  detection

 

TABLE II 
Summary of Bias Research on LLMs ([49]−[85])

Research Category Reference Year Model Detailed bias

Bias detection and
evaluation

Societal

[49] 2020 GPT-2, XLNet Gender

[50] 2021 GPT-3 Gender

[51] 2022 GPT-3 Gender

[52] 2024 ChatGPT Gender

[53] 2021 ELMo, BERT, GPT-2 Intersectional

[54] 2021 BERT, GPT2, RoBERTa, XLNet Intersectional

[55] 2021 GPT-2, GPT-3 Intersectional

[56] 2024 ChatGPT Intersectional

[57] 2019 GPT-2 Occupation

[59] 2024 ChatGPT Occupation

[58] 2024 ChatGPT Occupation

[60] 2021 GPT-3 Religion

[62] 2022 GPT-3 Disability

Political

[63] 2023 GPT-3 Political

[66] 2023 ChatGPT Political

[67] 2023 ChatGPT Political

[68] 2023 ChatGPT Political

[64] 2024 Falcon, Flan-UL2, Llama-2, GPT-4 Political

[65] 2024 BERT, GPT-3 Political

[69] 2024 ChatGPT Political

[70] 2024 ChatGPT Political

[71] 2024 ChatGPT Political

Toxicity

[72] 2020 GPT-2 Toxic language

[73] 2021 BERT, GPT-2 Toxic language

[74] 2021 BERT, GPT-2 Hurtful sentence completion

[75] 2022 RoBERTa, GPT-3 Moral norms and values

[76] 2022 ToxiGAN, GPT-3 Implicit hate speech

[77] 2023 ChatGPT Implicit hate speech

Debiasing

Societal

[78] 2019 BERT, RoBERTa, GPT-2 Gender

[79] 2021 GPT-2, GPT-3 Demographic

[80] 2021 GPT-2 Demographic

[81] 2022 GPT-3 Occupation

Political [82] 2021 GPT-2 Political

[83] 2022 GPT-2 Political

Toxicity [84] 2021 GPT-2 Religion

[85] 2021 GPT-2 Demographic
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(EIBD).  Both  methods  aim  to  automatically  identify  and
quantify  intersectional  biases,  not  just  within  static  word
embeddings  but  also  in  contextualized  word  embeddings.
Experimental  findings  verify  the  presence  of  bias  in  all
English corpus-trained models,  particularly  in  the representa-
tions  of  intersectional  group  members  where  the  strongest
biased associations are observed. A continuation of the explo-
ration  of  intersectional  bias  detection  can  be  seen  in  the  cre-
ation of StereoSet [54]. This robust natural English dataset is
designed  to  measure  stereotypical  biases  in  pre-trained  lan-
guage  models  and  covers  four  domains:  gender,  profession,
race,  and  religion.  Two  distinct  association  tests,  intrasen-
tence  and  intersentence  CATs,  have  been  designed  to  criti-
cally  evaluate  both  the  language  modeling  capacity  and  the
extent of stereotypical bias present in popular models such as
BERT, GPT-2, ROBERTA, and XLNet. Q-Pain [55], a metic-
ulously curated dataset, is geared towards measuring potential
bias in medical question-answering systems, especially in the
field  of  pain  management.  Alongside  the  dataset,  a  new
framework is proposed to quantify potential biases in medical
decision-making  processes.  Its  utility  has  been  demonstrated
through  the  assessment  of  two  key  QA  systems,  GPT-2  and
GPT-3.  The  findings  highlight  significant  treatment  dispari-
ties  among  intersectional  race-gender  subgroups,  bringing  to
light  the  potential  risks  of  AI  in  healthcare  settings.  These
insights underscore the critical role of datasets like Q-Pain in
ensuring safety and fairness before deploying AI applications
in  the  medical  field.  A  recent  study [56] investigates  racial
bias  in  ChatGPT’s  recommendations  for  college  majors.  The
study  finds  that  minority  groups,  particularly  LGBTQ+  and
Hispanic  students,  are  less  likely  to  receive  STEM-related
major  recommendations,  highlighting  significant  intersec-
tional disparities in the model’s output.

There are also some studies on detecting bias about occupa-
tion, religion or disability in LLMs.

iii)  Occupation  Bias: A  comprehensive  study [57] delves
into  biases  in  natural  language  generation  systems  by  scruti-
nizing  text  produced  from  prompts  incorporating  various
demographic  groups.  The  innovative  concept  of “regard”
towards a demographic emerges as a novel metric for bias in
NLG, backed by empirical evidence using a newly annotated
dataset.  Biases  are  analyzed  in  two  contexts:  one  examining
descriptive levels of respect for a demographic, and the other
delving into the different occupations associated with a demo-
graphic. To analyze these biases, VADER (valence aware dic-
tionary for sentiment reasoning) is utilized as the primary sen-
timent  analyzer  in  comparison  with  the  regard  metric.  Simi-
larly, a recent study [58] dissects the biases in ChatGPT when
recommending college majors, uncovering significant dispari-
ties  in  how  the  model  treats  different  demographic  groups.
The study reveals that students from minority backgrounds are
often  recommended  less  prestigious  or  less  lucrative  fields,
indicating  a  bias  in  the  model’s  recommendations  based  on
socioeconomic  and  racial  factors.  Another  study [59] finds
that  ChatGPT reflects  systemic  biases  embedded  in  its  train-
ing data,  which can lead to  discriminatory outcomes in  auto-
mated decision-making tasks like CV screening. The findings
emphasize the need for careful scrutiny and mitigation strate-

gies to prevent perpetuating societal stereotypes and discrimi-
nation through AI-driven tools.

iv)  Religion  Bias: An  exploration  into  persistent  anti-Mus-
lim bias in GPT-3 is presented in a dedicated study [60]. Vari-
ous probing methods reveal GPT-3’s consistent and inventive
display  of  its  anti-Muslim  bias  across  diverse  uses  of  the
model.  This  investigation  also  draws  attention  to  a  pervasive
association of Muslims with violence in large language mod-
els,  specifically  GPT-3 [61].  This  particular  bias  has  been
shown  to  be  more  severe  compared  to  those  related  to  other
religious  groups,  prompting the  quantification of  the  positive
distraction required to counteract this bias.

v) Disability Bias: A critical investigation [62] addresses the
degree  of  bias  inherent  in  GPT-3-generated  text  from  a  dis-
ability  perspective.  Employing  sentiment  analysis  and  toxic-
ity measurements as tools for assessing bias, the study gener-
ates text both with and without disability identity words, sub-
sequently evaluating the toxicity score for each produced sen-
tence. Preliminary findings suggest that GPT-3 holds a notice-
able bias towards people who are Deaf or Blind when generat-
ing open-ended text.

2)  Political  Bias  Detection  and  Evaluation: Political  bias,
defined as the systematic favoring or disfavoring of particular
political  viewpoints  by  an  AI  model,  stems  largely  from  the
biases  inherent  in  the  model’s  training  data.  To  detect  such
biases,  researchers  have  employed  a  variety  of  NLP  tech-
niques,  including  sentiment  analysis  and  lexical  decision
tasks,  to assess the alignment of  model  outputs with political
ideologies [63]–[65].  An  early  study [63] finds  that  GPT-3
exhibits  a  moderate  left-leaning  bias  and  tends  to  reflect  the
ideological  bias  of  the  input  prompts.  The  study  highlights
that political bias in language models can replicate and possi-
bly  amplify  existing  societal  biases,  raising  concerns  about
their  use  in  applications  where  impartiality  is  critical.  Chat-
GPT also presents with political bias [66], specifically in rela-
tion  to  decision-making.  Experiments  involving  statements
from  voting  advice  applications  and  a  political  compass  test
uncover  a  pro-environmental  and  left-libertarian  ideology  in
ChatGPT,  which  seems  to  support  policies  such  as  flight
taxes,  rent  restrictions,  and  abortion  legalization  consistently
across  different  languages  and  various  prompt  modifications.
An  additional  research  endeavor [67] delves  into  potential
political biases in ChatGPT through 15 different political ori-
entation tests. Results consistently diagnose ChatGPT as lean-
ing  towards  left-leaning  viewpoints.  This  outcome  under-
scores the need for AI systems to strive for political neutrality
and  offer  balanced  arguments  on  normative  questions.
Recently, a critical examination [68] checks for potential bias
against conservative politicians in ChatGPT, analyzing limer-
icks the AI generates for different politicians. It  is found that
limericks  for  liberal  politicians  lean  positive,  while  those  for
conservative  politicians  veer  negative.  This  observation  sug-
gests a bias favoring liberals and opposing conservatives.

Two  recent  studies  investigate  the  political  orientation  of
various LLMs, not limited to GPT models. The first one [65]
investigates how LLMs respond to politically charged queries
across  a  spectrum  of  topics  such  as  abortion  and  LGBTQ
rights.  The  findings  indicate  that  LLMs  generally  produce
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responses  that  align  with  liberal  or  left-leaning  perspectives,
even  when  the  input  data  or  prompts  are  adjusted  to  encour-
age neutrality or conservative responses. The paper proposes a
framework  for  systematically  assessing  the  political  bias  of
LLMs and  emphasizes  the  importance  of  awareness  in  craft-
ing  queries  to  avoid  politicized  responses.  This  second  one
[64] focuses on the subtle ways political bias can manifest in
the responses of LLMs, not only through what is said but also
how it  is  said.  The  study  analyzes  various  LLMs,  examining
both the content and the style of the language to identify bias.
It  is  found  that  LLMs,  despite  being  trained  on  diverse
datasets, still exhibit biases that reflect the inequalities or par-
tisan slants of their training materials. A latest study [69] takes
this a step further by examining the political bias of ChatGPT
specifically  in  the  context  of  policy  recommendations.  The
findings  reveal  that  ChatGPT  exhibits  a  clear  bias  towards
left-leaning policies, even when the input prompts are neutral.
This suggests that the model’s training data may have embed-
ded  political  leanings  that  influence  its  output,  raising  ques-
tions about the objectivity of AI-driven decision-making tools.
Another  study [70] investigates  political  biases  in  ChatGPT
across  different  languages.  The  research  reveals  that  Chat-
GPT tends to favor liberal  perspectives more strongly in cer-
tain  languages,  suggesting  that  the  model’s  training  data  and
linguistic  nuances  may  influence  its  political  orientation.
These findings underscore the complexity of mitigating bias in
multilingual  AI  systems.  Further,  an  additional  investigation
[71] examines ChatGPT’s self-perception and how it relates to
its political biases. The study finds that the model often aligns
its  responses with the perceived political  climate of  its  users,
indicating an adaptive bias that reflects the assumed beliefs of
the  user  base.  This  adaptability  could  lead  to  echo  chambers
where  users  are  only  exposed  to  viewpoints  that  align  with
their own, exacerbating political polarization.

3)  Toxic  Language  and  Hate  Speech: Toxic  language  and
hate  speech,  forms  of  harmful  communication,  can  uninten-
tionally perpetuate and amplify societal biases, prejudices, and
discrimination when generated by large language models.

Multiple recent studies center around detecting or quantify-
ing  toxic  language  and  hate  speech  in  pre-trained  language
models.  For  example,  an investigation [72] into the tendency
of  these  LMs to  generate  toxic  text  poses  challenges  to  their
safe  usage.  The  study  introduces  REALTOXICITYPROM-
PTS,  a  dataset  featuring  100 000  natural  sentence-level
prompts  from  English  web  text,  paired  with  toxicity  scores
from  a  routinely  utilized  toxicity  classifier.  The  outcomes
demonstrate  that  seemingly benign prompts  can lead to  toxic
outputs  from  pre-trained  LMs.  Simultaneously,  a  distinct
methodology [73] for  quantifying  toxic  content  in  English,
French, and Arabic LMs is put forward. This study uses logis-
tic regression classifiers to assess potential harmful or stereo-
typical  content  generated  by  LMs  towards  specific  social
groups.  This  work  identifies  variances  in  toxicity  output
among  different  LMs,  contingent  on  the  patterns  used,  and
presents a substantial dataset of structured patterns for evalu-
ating  toxic  language  classification  within  LMs.  A  unique
approach [74] for  evaluating  hurtful  sentence  completion  in
LMs  is  proposed,  introducing  the  HONEST  score  as  a  mea-

sure.  The  research  includes  results  from  experiments  con-
ducted on LMs trained in six languages, emphasizing the mul-
tilingual  aspect  of  this  issue.  Beyond  detection,  a  study [75]
explores  whether  LMs  embody  human-like  biases  regarding
moral  norms  and  values.  An  innovative  approach  for  bias
extraction that does not require explicit moral training is intro-
duced,  contributing to  discussions  on AI  development’s  risk-
benefit  balance.  Advocating  for  dataset  creation,  a  proposal
[76] for  TOXIGEN,  a  large-scale  machine-generated  dataset
for  detecting  subtle  and  implicit  hate  speech,  is  put  forth.  A
demonstration-based  prompting  framework  is  used  to  gener-
ate subtly toxic and benign text, thereby expanding the cover-
age of  demographic  groups and balancing toxic/benign state-
ments  for  each group.  A recent  study [77] assesses  the capa-
bilities  and  limitations  of  ChatGPT  regarding  implicit  hate
speech  explanation.  Comparing  ChatGPT’s  abilities  to  clas-
sify  and  provide  natural  language  explanations  for  implicit
hateful tweets to human-generated explanations illuminates its
potential and restrictions in the sphere of implicit hate speech
research.  

B.  Debiasing
To address the issue of bias, there are a number of steps that

can  be  taken,  such  as  using  diverse  and  representative  train-
ing data, regularly monitoring and evaluating the model’s out-
puts for potential biases, and implementing bias detection and
correction  tools.  Additionally,  it  is  important  to  engage
diverse  groups  of  individuals  in  the  development  and  testing
of AI models, to ensure that they are inclusive and representa-
tive of diverse perspectives.

1)  Societal  Debiasing: An  innovative  framework  designed
to  reduce  sentiment  bias  in  the  texts  generated  by  language
models  is  presented [78].  This  work  assesses  the  sentiment
bias related to various sensitive attributes and proposes a regu-
larization method that relies on embedding and sentiment pre-
diction  to  diminish  this  bias.  The  deployment  of  this  frame-
work on Wikipedia and news corpora has shown encouraging
results.  Enhancing  this,  a  generalized  framework  to  identify
and  control  societal  biases  in  natural  language  generation
models  is  put  forth [79].  This  model-agnostic  methodology
effectively  manages  biases  in  generated  texts,  particularly
when  input  prompts  specify  certain  demographic  groups.  An
additional deep dive into the origins of representational biases
in language models introduces novel benchmarks and metrics
for  their  measurement [80].  A  productive  method  known  as
AUTOREGRESSIVE INLP (A-INLP) is unveiled, which alle-
viates social biases in text generation while preserving crucial
contextual information.

Concerning occupation debiasing,  a  study [81] embarks  on
the  task  of  creating  unbiased,  realistic  job  advertisements
using  GPT-3.  A  comparative  examination  of  actual  job  ads
and  GPT-3  produced  ads  highlights  the  efficacy  of  fine-tun-
ing in enhancing realism and minimizing bias.

2)  Political  Debiasing: In  relation  to  political  debiasing,  a
reinforcement learning framework designed to counter  politi-
cal  biases  in  large-scale  language  models  is  introduced [82]
[83].  The  reinforcement  learning  (RL)  framework [82] can
mitigate  bias  without  needing  access  to  the  original  training
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data  or  retraining  the  model.  It  operates  through  rewards
derived from word embeddings or classifiers to guide the gen-
eration  process  towards  neutrality.  Empirical  tests  were  con-
ducted  on  attributes  sensitive  to  political  bias  (gender,  loca-
tion,  and  topic),  showing  that  the  RL  approach  effectively
reduces bias while maintaining text readability and coherence.
The research presents a significant step toward creating fairer
AI systems by adjusting model outputs post-training. The sec-
ond study [83] from the same research team explores the polit-
ical  bias  of  the  GPT-2  model  and  proposes  methods  for  its
measurement and mitigation. The authors demonstrate that the
model’s  outputs  tend  to  lean  liberal,  especially  when
prompted with sensitive attributes.  They propose a  reinforce-
ment  learning framework similar  to  the  first  one,  which  uses
word  embeddings  and  classifier-based  rewards  to  guide  the
model towards generating politically unbiased text. The effec-
tiveness of this approach is validated through both automated
metrics and human evaluations, confirming that it reduces bias
without compromising the quality of the generated text.

3) Toxicity Reduction: On the subject of toxicity reduction,
a key discussion surrounding the evaluation and alleviation of
toxic language generated by large language models is offered
[84].  Several  mitigation  strategies  are  assessed  in  relation  to
both automatic and human evaluation, and the implications of
toxicity mitigation in terms of model bias and LM quality are
analyzed. The research indicates that basic intervention strate-
gies  can  effectively  optimize  previously  established  auto-
matic  metrics.  However,  these  gains  come  with  a  trade-off:
reduced  LM  coverage  for  both  texts  about  and  dialects  of
marginalized  groups.  It  is  also  observed  that  human  raters
often disagree with high automatic toxicity scores after strong
toxicity reduction interventions, further emphasizing the com-
plexities involved in the careful evaluation of LM toxicity. A
separate study [85] evaluates the effect of detoxification tech-
niques  on  the  generation  quality  of  language  models  for  lan-
guage used by marginalized groups. This work measures LM
perplexity  and  generation  quality  of  multiple  detoxification
techniques  when  conditioned  on  African-American  English
and  minority  identity  mentions.  The  findings  indicate  that
detoxification techniques negatively impact equity and dimin-
ish  the  utility  of  LMs  on  language  used  by  marginalized
groups, a result of spurious correlations in toxicity datasets.  

C.  Summary
The  inherent  biases  can  be  present  in  AI  language  models

like  ChatGPT,  including  societal  biases  that  reflect  certain
preferences and prejudices, political biases that may favor one
viewpoint over another,  and the potential  for these models to
generate  toxic  or  hateful  content.  These  biases,  according  to
referenced studies, can unintentionally arise from the training
data, often human-generated text on the Internet that contains
these  biases.  On  a  positive  note,  there  are  various  strategies
for  reducing these biases and toxicity.  This  includes research
aimed  at  improving  the  models  through  better  understanding
and  mitigating  the  introduction  of  biases  during  the  training
process,  the  use  of  more  diverse  and  representative  datasets,
and the implementation of enhanced moderation and filtration
techniques. The ultimate goal, as implied by this section, is to

create AI models that are more respectful, unbiased, and use-
ful to a broad range of users.  

IV.  Disinformation

ChatGPT’s ability to generate coherent and convincing text
could  be  used  to  spread  disinformation  or  propaganda.  For
example,  the  model  could  be  trained  to  generate  fake  news
articles  or  biased  opinions,  leading  to  misinformation  and
social unrest. Researchers have investigated ChatGPT’s prob-
ability  of  generating  fake  information  and  proposed  various
techniques  such  as  fact-checking  and  source  verification  to
combat  disinformation  and  ensure  that  ChatGPT  is  used  for
beneficial purposes.

In order to contribute to the academic understanding of the
multi-pronged  issue  of  disinformation,  this  section  offers  a
structured overview of recent research developments as shown
in Table  III.  Specifically,  it  classifies  the  body  of  work  into
two significant and interconnected areas of explorations: fake
media  generation  and  fake  media  detection.  Each  of  these
branches  provides  unique  insights  into  the  methodologies
employed for both the creation and identification of deceptive
content.  

A.  Fake Media Generation
The realm of fake media generation is typified by any media

content that has been manipulated or fabricated with the inten-
tion of spreading false information or narratives.  In the mod-
ern context, such media can take myriad forms, from the intri-
cate  and  AI-enabled “deepfake” videos,  to  doctored  images,
misleading headlines, and counterfeit news articles.

1) Fake News Generation: In the realm of fake news gener-
ation, “The Rumour Mill”, an interactive tabletop machine, is
introduced [86].  This  machine  aims  to  make  the  process  of
creating  credible  text  tangible  by  interacting  with  different
physical controls and to expose the spread of rumors and auto-
matically  generated  misinformation.  The  paper  posits  that
automatically generated texts are becoming increasingly diffi-
cult to identify and easy to create at scale, posing a technolog-
ical and social  threat to society.  Through interaction with the
Rumour  Mill,  people  gain  first-hand experience  of  AI-gener-
ated rumors, thereby raising awareness of the ease of generat-
ing  and  believing  in  such  misinformation.  Examining  the
potential impact of AI-generated text as a media misinforma-
tion tool, a study [87] carries out three distinct experiments to
gauge the public’s  perception of  AI-generated text,  the influ-
ence of partisanship on perceived credibility, and the distribu-
tion  of  credibility  across  different  AI  model  sizes.  The
research  concludes  that  people  struggle  to  differentiate
between  AI- and  human-generated  text,  and  exposure  to  AI-
generated text has little effect on people’s policy views. These
insights  hold  significant  implications  for  understanding  the
role of AI in online misinformation campaigns. A recent study
[88] evaluates  GPT-3’s  ability  to  produce  accurate  informa-
tion and disinformation in tweet form and compares its credi-
bility to human-generated information. The results reveal that
while GPT-3 can generate accurate information that is easy to
understand, it  can also create more persuasive disinformation
compared to humans. The research sheds light on the dangers
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of AI for disinformation and proposes ways to enhance infor-
mation campaigns to benefit global health. Another study [89]
explores the potential of ChatGPT in generating and dissemi-
nating  fake  news,  proposing  optimization  paths  to  mitigate
these risks. The findings underscore the ease with which Chat-
GPT  can  produce  persuasive  misinformation,  raising  con-
cerns about its misuse in spreading disinformation.

2)  Fake  Document  Generation: Regarding  fake  document
generation,  a  methodology  for  generating  deceptive  cyber
threat  intelligence  (CTI)  text  descriptions  using  transformers
is presented [90]. This research demonstrates the potential for
adversaries to use these false CTI examples as training inputs
to  undermine  cyber  defense  systems,  coercing  these  systems
to  learn  incorrect  inputs  that  serve  malicious  purposes.  The
methodology,  including  a  human  evaluation,  is  assessed,
revealing a possible poisoning pipeline for infiltrating a cyber-
security knowledge graph (CKG) and a cybersecurity corpus.
A user  study is  conducted [91] to investigate  user  perception
of  deepfake-generated  social  personas  and  the  resulting
impact  on  user  trust  and  decision-making  when  accepting  or
rejecting  connection  requests.  The  study  incorporates  con-
trolled  variables  to  comprehend  the  influence  of  prompting/
training  on  user  perceptions  and  explores  user  strategies  for
profile evaluation. Findings indicate a general vulnerability to
deception from deepfake profiles, with only a minor decrease
in  trust  and  acceptance  rates  under  conditions  leading  to  the
lowest  average  trust  and  acceptance  rates.  A  groundbreaking
context-aware  model,  fake  document  infilling  (FDI),  is  pro-
posed [92] that turns fake document generation into a control-

lable  mask-then-infill  procedure.  This  process  masks  impor-
tant concepts of varying lengths in the document and replaces
them with realistic yet misleading alternatives, informed by a
pre-trained  language  model.  The  model,  tested  on  technical
documents and news stories, has been shown to surpass exist-
ing  baselines.  A  recent  study [93] examines  the  potential  of
ChatGPT  in  generating  multimedia  disinformation,  including
fake documents and doctored images. The research highlights
the risks associated with LLMs’ capabilities to create convinc-
ing fake media that can easily deceive users.  

B.  Fake Media Detection
Having  examined  the  generation  of  fake  media,  it  is  now

crucial  to  explore  the  opposite  side  of  the  same  coin:  the
detection  of  such  media.  This  subsection  elucidates  various
strategies, techniques, and models that have been developed to
counter the disinformation epidemic.

1) Fake News Detection: For fake news detection, a model
named  Grover  is  introduced [94],  which  generates  realistic-
looking news articles while also probing the potential threat of
neural fake news. The study scrutinizes the risks and vulnera-
bilities  introduced  by  neural  disinformation  and  delves  into
the capacity of deep pre-trained language models to differenti-
ate  between  authentic  and  machine-generated  text.  Results
demonstrate  that  Grover  proves  to  be  an  effective  technique
for  both  detecting  and  generating  neural  fake  news.  With  a
focus  on  detecting  computer-generated  disinformation,  a
research  paper [95] assesses  the  performance  of  several
promising machine learning-based detection models proposed

 

TABLE III 
Summary of Disinformation Research on LLMs ([39], [86]−[104])

Research Category Reference Year Model Methodology

Generation

Fake news

[86] 2020 GPT-2 Generating rumors

[87] 2022 GPT-2 Analyzing public perception of AI-generated news

[88] 2023 GPT-3 Evaluating GPT-3’s information accuracy

[89] 2024 ChatGPT Potential of ChatGPT in generating and spreading fake
news

Fake document

[90] 2021 GPT-2 Generating fake CTI descriptions

[91] 2022 GPT-2 Deepfake-generated social personas

[92] 2022 GPT-2 Fake document infilling

[93] 2024 ChatGPT LLMs in multimedia disinformation

Detection

Fake news

[94] 2019 GPT-2 Grover - detecting neural fake news

[95] 2022 GPT-2 ML-based disinformation detection

[96] 2022 StyleGAN, GPT-3 Distinguishing real and AI-generated content

[97] 2022 BERT, GPT-2 Framework for fake news detection

[98] 2022 BERT, RoBERTa, GPT-2,
GPT-3 Performance of detection systems

[99] 2022 GPT-2, GPT-3 Detecting machine-written tweets

[100] 2024 GPT-3 Challenges in disinformation detection

[101] 2024 ChatGPT Generating, explaining, and detecting fake news

[102] 2024 ChatGPT LLMs as tools for disinformation

Fake document

[39] 2022 BERT, RoBERTa, GPT-2,
GPT-3 DFTFooler - adversarial sample crafting

[103] 2023 RoBERTa, GPT-J-6B,
GPT-2 Detecting fake text reviews

[104] 2023 GPT-2, GPT-3 Detecting fake restaurant reviews
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in existing literature. These evaluations utilize a diverse range
of  datasets  and  encompass  several  types  of  texts,  including
news articles,  product reviews,  forum posts,  and tweets.  This
work underscores the potential misuse of language models and
the  weaponization of  such methods  by state  actors  and state-
sponsored  groups.  In  a  related  study,  an  examination [96] is
conducted into the human ability to differentiate between real
and  deep  learning-generated  social  media  profiles  and  posts.
This paper details the outcome of an experiment where partic-
ipants  had  to  distinguish  between  real  and  generated  profiles
and posts in a simulated social media feed. The findings indi-
cate that even entirely fabricated profiles and posts, crafted by
a  sophisticated  text  generator,  present  a  significant  challenge
for  human  identification.  A  comprehensive  review [97] of
diverse strategies and models utilized for fake news detection,
including traditional machine learning and deep learning mod-
els,  is  provided.  This  review  also  sheds  light  on  the  limita-
tions and challenges of  these techniques.  Moreover,  a  frame-
work is proposed that considers the veracity of text and differ-
entiates between human-authored and machine-generated text,
thereby  offering  an  innovative  and  pragmatic  solution  to  the
fake  news  problem.  A  novel  COVID-19  based  synthetically
generated dataset is introduced and the vulnerability of GPT-2
and  Grover  models [94] to  adversarial  attacks  is  explored.
Various  threat  scenarios  of  neural  fake  news  generated  by
state-of-the-art language models are examined, and the perfor-
mance of generated text detection systems under these scenar-
ios  are  assessed [98].  The study pinpoints  the minimax strat-
egy  for  the  detector  that  minimizes  its  worst-case  perfor-
mance and establishes a set of best practices for practitioners.
The  paper  concludes  by  arguing  in  favor  of  releasing  robust
detectors  alongside  new  generators.  Performance  of  state-of-
the-art  deepfake social  media text  detectors is  investigated in
recognizing GPT-2 generated tweets as machine-written, with
efforts to enhance the state-of-the-art by fine-tuning hyperpa-
rameters  and  ensembling  the  most  promising  detectors [99].
This paper also focuses on studying the detectors’ capabilities
to generalize over tweets generated by GPT-3. A recent study
[100] delves  into  the  evolving  challenges  of  disinformation
detection in  the age of  LLMs.  The study highlights  the diffi-
culty  of  identifying  disinformation  generated  by  advanced
models like GPT-3 and explores potential solutions to enhance
detection accuracy. Another paper [101] evaluates ChatGPT’s
capabilities  in  generating,  explaining,  and  detecting  fake
news. The research introduces a reason-aware prompt method
that  significantly  improves  detection  performance,  especially
in complex cases where traditional methods struggle. In addi-
tion,  a  study [102] examines  the  dual  role  of  LLMs  as  both
tools for spreading and detecting disinformation. The research
emphasizes  the  importance  of  developing  robust  detection
mechanisms to counter the sophisticated disinformation gener-
ated by LLMs.

2)  Fake  Document  Detection: Concerning  fake  document
detection,  an  evaluation [39] is  conducted  of  the  robustness
and  generalization  capability  of  existing  defenses  on  real-
world  synthetic  datasets  collected  from  various  online  plat-
forms.  Low-cost  adversarial  attacks  are  proposed  and  the
resilience  of  the  defenses  to  these  attacks  are  evaluated.  A

novel  black-box  adversarial  sample  crafting  strategy,  DFT-
Fooler,  is  introduced  to  probe  the  defenses’ transferability
against multiple defenses. The analysis suggests that leverag-
ing  semantic  information  in  text  content  may  enhance  the
robustness  and  generalization  performance  of  deepfake  text
detection schemes.  Later,  a  novel  method [103] for  detecting
fabricated text reviews in collaborative filtering recommender
systems  utilizing  user  demographic  characteristics  is  pro-
posed. The study addresses both types of attacks, those gener-
ated by language models and those penned by dishonest users
for monetary gain.  Two datasets  for  fraud detection and test-
ing are  also  presented,  making the  proposed approach poten-
tially  valuable  for  improving  recommendation  systems  and
enhancing  their  trustworthiness.  Recently,  a  detection
approach [104] for machine-generated fake restaurant reviews
using  GPT  model  and  high-quality  elite  restaurant  reviews
verified  by  Yelp  is  introduced.  Testing  of  this  method  on
24,000 reviews shows the fine-tuned GPT output detector sig-
nificantly  outperforms  existing  solutions.  In  addition,  the
research identifies patterns across multiple dimensions in non-
elite  reviews  characteristics,  including  user  and  restaurant
characteristics and writing style.  

C.  Summary
This  section  delves  into  the  dual  aspects  of  disinformation

related  to  LLMs:  the  generation  of  fake  media  and its  detec-
tion.  Researchers  illustrate  the use of  AI,  particularly  models
like  ChatGPT,  for  creating  convincing  fake  news,  doctored
documents,  and  manipulated  media  content  that  can  lead  to
widespread disinformation. The ease of creation and the chal-
lenges  in  discerning such content  from human-generated text
have  been  highlighted  as  significant  societal  threats.  Con-
versely,  the  detection  of  such  AI-generated  fake  media  is
explored through various strategies and techniques,  including
machine  learning  and  deep  learning  models.  The  research
underscores the difficulty humans face in identifying fake AI-
generated  content  and  underscores  the  need  for  robust,  inno-
vative  detection  systems  that  can  effectively  distinguish
between human and AI-generated text. The interplay between
these  two  aspects  emphasizes  the  urgent  necessity  of  bal-
anced development and deployment of AI technologies, where
advances in generation capabilities must be complemented by
equally proficient detection methods.  

V.  Ethical Concerns and Misuse

The capacity of ChatGPT to generate human-like responses
engenders  ethical  questions  relating  to  the  potential  exploita-
tion  of  this  technology.  Instances  of  misuse  could  involve
employing ChatGPT for activities like spamming, phishing, or
social  engineering  attacks.  Perpetrators  might  utilize  the
model  to  generate  convincing  phishing  emails  or  fraudulent
messages,  potentially  leading  to  financial  losses  or  data
breaches.

In an academic context,  students could exploit  ChatGPT to
fabricate essays or homework assignments, bypassing the nec-
essary  learning  process  and  comprehension  of  the  content.
This  behaviour  not  only  jeopardizes  the  educational  system,
but also fosters academic dishonesty.
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To counteract these risks,  various techniques like adversar-
ial training and attack detection methods have been proposed
by researchers to enhance the robustness and security of Chat-
GPT.  In  this  section,  we  explore  recent  research  develop-
ments in these areas, starting with a discussion on the ethical
evaluation, and then we summarize the misuse applications in
email,  education,  decision-making,  and  eHealth.  At  last,  we
review the countermeasures against misuse.  

A.  Ethics Evaluation
The  ethics  of  LLMs  has  been  a  subject  of  scrutiny  and

debate  in  recent  years.  Researchers  have  examined  various
aspects of AI ethics, ranging from ethical dilemmas and com-
plications to strategies for mitigating ethical issues. We delve
into these topics in the following subsections.

1) Ethical  Risks & Challenges: There has been a consider-
able amount of research pinpointing the ethical dilemmas and
complications that can occur when using AI technologies like
ChatGPT.  For  example,  a  study [105] addresses  the  ethical
challenges linked to data-driven dialogue systems, pushing for
strong, safe systems that take into account a multitude of ethi-
cal  aspects.  The  study  stresses  the  necessity  to  reflect  upon
ethical concerns, especially those tied to natural language sys-
tems,  as  such  systems  gain  increased  prevalence  and  trust.
Regarding the weaponization risk, an evaluation [106] by the
Center  on  Terrorism,  Extremism,  and  Counterterrorism
(CTEC) of the GPT-3 API’s potential misuse by extremists is
described.  This  evaluation  used  prompts  taken  from  right-
wing extremist narratives to measure ideological consistency,
accuracy, credibility, and the potential to aid in online radical-
ization into violent  extremism. Results  show that  GPT-3 sur-
passes  its  predecessor,  GPT-2,  in  creating  extremist  texts,
proving its capacity to craft influential content that might radi-
calize  individuals  towards  violent  far-right  extremist  ideolo-
gies and behaviors. The lack of regulation poses a significant
threat  for  mass  online  radicalization  and  recruitment,  despite
OpenAI’s preventive measures. The need for AI stakeholders,
policymakers,  and  governments  to  establish  social  norms,
public  policies,  and  educational  initiatives  to  counteract
machine-generated  disinformation  and  propaganda  is  under-
scored,  necessitating  collaboration  across  industry,  govern-
ment,  and civil  society.  In  a  thorough analysis [40],  the ethi-
cal and social risks linked to large-scale language models are
examined, aiming to structure the risk landscape for responsi-
ble innovation. This research underlines the necessity for risk
mitigation  strategies  ranging  from  policy  interventions  to
technical  solutions  and  product  design  decisions.  The  paper
concludes  by  discussing  the  organizational  responsibilities  in
executing such mitigations and the role of collaboration. In a
comprehensive  study [107] using  qualitative  research  meth-
ods,  the  ethical  implications  and  potential  dangers  posed  by
large  language  models,  with  a  particular  focus  on  ChatGPT,
are investigated. Existing benchmarking frameworks are criti-
cally  evaluated  to  assess  the  ethical  considerations  related  to
large language models, while advocating for new benchmarks
that  capture  all  ethical  implications.  The  research  determines
that  large  language  models  pose  significant  ethical  concerns,
and their applications necessitate meticulous consideration. A

detailed analysis [108] of ChatGPT’s failures in different cate-
gories  is  presented,  highlighting  the  limitations  and  risks  of
large language models and chatbots. The paper contributes to
the  ongoing  discourse  on  the  strengths  and  weaknesses  of
ChatGPT  and  similar  models,  providing  a  crucial  reference
point for evaluating progress and improving the technology.

2)  Ethical  Mitigation & Tools: Despite  the risks,  strategies
and  tools  are  being  developed  to  mitigate  these  ethical  con-
cerns.  For  instance,  a  new  tool [109] named  tool  for  ethical
assessment  of  language  generation  models  (TEAL)  is  intro-
duced,  which  democratizes  and  standardizes  ethical  assess-
ment of natural language generation models. The main contri-
butions of TEAL are outlined,  including its  user-friendliness,
built-in features and datasets, and ability to perform language
appropriateness and fairness assessments of LGMs. A critical
analysis [110] of the debates surrounding the ethical implica-
tions  of  GPT-3  is  also  presented,  arguing  for  a  contextual
approach  to  AI  ethics  and  GPT-3,  which  emphasizes  human
autonomy,  societal  harms  and  benefits,  and  human  values.
The  paper  discusses  InstructGPT,  which  was  designed  to
address the toxicity of GPT-3 but does not sufficiently address
concerns over manipulation and bias.  

B.  Misuse
The  potential  misuse [111] and  exploitation  of  LLMs  is

another  critical  area  of  research.  This  includes  various
domains  such  as  email  communication,  education,  decision-
making, and eHealth as shown in Table IV. We begin with a
discussion on potential misuse in email communication in the
next subsection.

1) Phishing Email: Email phishing is one way that AI tech-
nologies can be exploited. This involves using LLMs to gener-
ate  convincing  phishing  emails  that  can  lead  to  financial
losses or data breaches. An exploration [112] into the feasibil-
ity and effectiveness of natural language models in generating
phishing  emails  is  provided.  A  framework  for  evaluating  the
performance of NLMs in producing phishing emails based on
various  metrics  is  proposed  and  results  are  compared  with
those of  a  baseline model.  The study underlines the potential
impact of NLMs on phishing attacks and the need for contin-
ued research on the ethical and security implications of using
NLMs for malicious purposes. A thorough study [113] on the
role  of  attackers  in  spear-phishing  attacks  is  presented,
proposing  a  non-cooperative  zero-sum  game  model  to  ana-
lyze the attack-defense process.  The GPT-2 model  is  utilized
to  generate  emails  with  a  variety  of  harmful  content,  which
adversaries  use  to  deceive  email  security  systems.  The  Nash
equilibrium for the attacker-defender game is calculated, and a
sensible  scheme is  offered  for  the  attacker  to  gain  an  advan-
tage  over  the  target.  A  recent  study [114] demonstrates  how
ChatGPT  can  be  exploited  to  create  smishing  campaigns,
highlighting  the  potential  for  generative  AI  to  be  used  in
sophisticated  phishing  attacks.  The  study  explores  different
prompt  engineering  techniques  to  generate  persuasive  phish-
ing messages that can bypass traditional email filters. Another
study [115] explores  the  broader  impact  of  ChatGPT  on
cybercrime and cybersecurity, including its role in generating
email-based  attacks.  The  study  emphasizes  the  need  for
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improved  detection  methods  to  counter  the  misuse  of  Chat-
GPT in phishing schemes. Further research [116] investigates
the dark side of ChatGPT, focusing on its role in email-based
cyberattacks.  The study examines how ChatGPT can be used
to automate the creation of phishing emails that are difficult to
distinguish  from  legitimate  communications.  A  related  study
[117] examines  the  use  of  ChatGPT  for  malicious  content
generation  through  prompt  engineering,  particularly  in  the
context of email phishing. The research discusses the implica-
tions  of  using  AI-generated  content  to  craft  highly  targeted
and effective phishing campaigns.

2)  Education: Emerging  concerns  regarding  the  misuse  of
ChatGPT in the educational sector have come to the forefront.
The  potential  threat  that  ChatGPT  poses  to  the  integrity  of
online  exams  in  tertiary  education  settings  is  detailed  in  a
study [118],  which  evaluates  the  capability  of  ChatGPT  to
showcase  critical  thinking  skills  and  produce  highly  realistic
text  with  little  input.  It  is  suggested  that  ChatGPT  could

potentially be used for academic misconduct in online exams.
It  is  stressed  that  educators  and  institutions  should  be  cog-
nizant  of  the  risk  of  ChatGPT  being  used  dishonestly  and
should explore measures to counteract it to ensure the fairness
and  validity  of  online  exams  for  all  students.  An  evaluation
[119] of  the  ability  of  large  language  models,  particularly
ChatGPT, to produce convincing medical research abstracts is
presented.  Comparison  of  abstracts  generated  by  ChatGPT
with  original  abstracts  from  high-impact  medical  journals  is
done using an artificial  intelligence output  detector,  a  plagia-
rism  detector,  and  blinded  human  reviewers.  The  results
reveal  that  ChatGPT-generated  abstracts  were  clearly  written
but  had  formatting  issues,  were  often  flagged  by  the  AI  out-
put  detector,  and  could  be  identified  by  discerning  human
reviewers. It  is recommended that AI output detectors should
be incorporated in the abstract evaluation process for journals
and medical conferences, and transparent disclosure of the use
of these technologies should be made. In the context of digital

 

TABLE IV 
Summary of Misuse Research on LLMs ([112]−[140])

Research
category Reference Year Model Methodology

Email

[112] 2022 GPT-2, GPT-3 Investigate feasibility and effectiveness of NLMs in generating phishing emails

[113] 2021 GPT-2 Propose a game model to analyze the attack-defense process in spear-phishing

[114] 2024 ChatGPT Demonstrates how ChatGPT can be exploited to create smishing campaigns

[115] 2024 ChatGPT Explores the impact of ChatGPT on cybercrime and cybersecurity, including email-based
attacks

[116] 2024 ChatGPT Investigates the dark side of ChatGPT, including its role in email-based cyberattacks

[117] 2024 ChatGPT Examines malicious content generation for email attacks through prompt engineering

Education

[118] 2022 ChatGPT Potential threat to integrity of online exams

[119] 2022 ChatGPT Generate convincing medical research abstracts

[120] 2022 GPT-3 Technological innovations in digital storage technologies

[121] 2023 ChatGPT Use of ChatGPT for software testing education

[122] 2023 ChatGPT Implications of ChatGPT for legal writing

[123] 2023 ChatGPT Use of AI language models in higher education

[124] 2023 ChatGPT Threat to academic integrity

[125] 2023 ChatGPT Generate academic essays without being caught by plagiarism detection tools

[132] 2023 ChatGPT Assist with the writing of finance research studies

[133] 2023 ChatGPT Implications for education and scientific writing

[134] 2023 ChatGPT Threat to the credibility of academic discourse

[135] 2023 ChatGPT Potential uses and limitations of generative AI models

[126] 2024 ChatGPT Explores the uses and misuses of ChatGPT in academic writing

[127] 2024 ChatGPT Investigates students’ misuse of ChatGPT in higher education

[128] 2024 ChatGPT Discusses preventive strategies against misuse of ChatGPT in education

[129] 2024 ChatGPT Surveys student attitudes towards the use and misuse of ChatGPT in CS education

[130] 2024 ChatGPT Discusses applications, concerns, and recommendations for ChatGPT in education

[131] 2024 ChatGPT Discusses risks of ChatGPT in scientific publishing, including authorship and predatory
publishing

Decision-
making

[136] 2022 GPT-3 Use of large language models for ethical decision-making

[137] 2023 ChatGPT Influence of ChatGPT on users’ moral judgment in making consequential decisions

[138] 2023 GPT-3 Influence of AI language technologies on user opinions

eHealth
[139] 2023 ChatGPT Competence in medical tasks

[140] 2023 ChatGPT Ethical implications in healthcare
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publishing  and  scholarship,  the  ethical  implications  of  auto-
mated  digital  content  generation  are  debated [120].  It  is  pro-
posed that technological advancements in digital storage tech-
nologies,  such  as  the  MetaScribe  system,  can  enhance  the
mechanisms  of  attribution  and  render  the  processes  more
transparent and accountable.

The potential misuse of ChatGPT in education, with particu-
lar emphasis on academic dishonesty and plagiarism, is under-
scored in numerous papers [121]–[125]. An extensive empiri-
cal study [121] is conducted that tasks ChatGPT with answer-
ing questions from five chapters of a popular software testing
textbook  and  examines  the  correctness  of  its  answers  and
explanations in different prompting settings. The implications
of ChatGPT for legal writing are examined, with a focus on its
strengths and limitations.  Ethical  hazards of  relying on Chat-
GPT  are  discussed  and  insight  on  how  legal  writing  profes-
sors and law students might use ChatGPT as a tool for certain
tasks is offered [123]. A comprehensive overview [123] of the
opportunities  and challenges  of  using ChatGPT and other  AI
language models  in  higher  education  is  provided,  with  a  dis-
cussion  on  potential  benefits  such  as  increased  student
engagement  and  collaboration,  as  well  as  potential  applica-
tions of ChatGPT in personalized and interactive assessments.
The potential threat to academic integrity posed by the use of
ChatGPT  is  highlighted  and  a  call  for  clear  guidelines  and
protocols  to  maintain  academic  integrity  is  made [124].  The
potential of ChatGPT to generate academic essays undetected
by plagiarism tools is explored [125] by generating 50 essays
on various topics and then checking for plagiarism using two
popular  plagiarism  detection  tools.  Some  latest  studies  also
explore  the  misuses  of  ChatGPT  in  academic  writing
[126]–[130] and  scientific  publishing [131],  highlighting  the
importance  of  awareness  and  preventive  measures  in  educa-
tional institutions.

The  potentially  harmful  impacts  of  ChatGPT  on  scientific
and finance research writing are pointed out in multiple stud-
ies [132]–[134].  The  potential  of  ChatGPT  in  assisting  with
the writing of finance research studies is  explored [132],  and
outputs  generated  by  ChatGPT at  four  stages  of  the  research
process, namely, idea generation, literature review, data iden-
tification and processing, and empirical testing, are compared.
The growing popularity of ChatGPT is discussed, arguing that
it  can also have serious implications for education and scien-
tific writing if not used properly [133]. A brief opinion [134]
on  the  growing  concern  around  the  use  of  AI-powered  chat-
bots for producing academic writing is provided, with an argu-
ment that this technology may pose a threat to the credibility
of academic discourse and a suggestion for greater discussion
and ethical guidelines to tackle this issue.

Most recently, a structured investigation [135] of ChatGPT’s
ability  to  provide  code,  explain  concepts,  and  create  knowl-
edge related to statistical process control (SPC) is carried out,
identifying the benefits  and limitations of  the current  version
of ChatGPT for structured and nuanced tasks.

3)  Decision  Making: As  ChatGPT  is  increasingly  utilized
for  decision-making  support,  ethical  implications  surface.
According to a critical evaluation [136] of the use of large lan-
guage  models  for  ethical  decision-making,  a  new  prompting

strategy  called  similarity  prompting  (SimPrompting)  leads  to
supposedly “super-human” results  on  the  ETHICS  dataset.
However,  this  does  not  necessarily  imply  human-like  under-
standing  or  reasoning.  The  errors  of  language  models  differ
systematically  from  human  errors,  making  it  easy  to  craft
adversarial examples, with signs of inverse scaling with model
size  on  some  examples.  Moreover,  prompting  models  to
“explain  their  reasoning” often  leads  to  alarming  justifica-
tions  of  unethical  actions.  In  another  study [137],  the  moral
authority of ChatGPT and its influence on users’ moral judg-
ment  in  making consequential  decisions  were  examined.  The
experiment revealed that ChatGPT’s advice is highly inconsis-
tent,  yet  still  influences  users’ moral  judgment,  even  when
they  are  aware  that  they  are  advised  by  a  chatbot,  and  users
tend  to  underestimate  the  extent  of  this  influence.  Further-
more,  the  effects  of  language-model-powered  writing  assis-
tants  on  users’ opinions  were  investigated [138].  The  study
found  that  using  an  opinionated  language  model  affected  the
opinions  expressed  in  participants’ writing  and  shifted  their
opinions in the subsequent attitude survey. The authors argue
that  the  opinions  built  into  AI  language technologies  need to
be monitored and engineered more carefully.

4) eHealth: Concerns about ChatGPT in the eHealth domain
are articulated in publications. The Lancet Digital Health pro-
vides an overview [139] of ChatGPT’s competence in passing
medical  licensing  exams  and  generating  patient  discharge
summaries  and  radiology  reports.  However,  ethical  concerns
regarding potential errors, bias, and implications for the scien-
tific record and scholarly publishing are highlighted. The arti-
cle  concludes  that  more  forethought,  oversight,  and  invest-
ment  in  robust  AI  output  detectors  are  needed  before
widespread adoption of ChatGPT is considered. Ethical impli-
cations  arising  from  the  development  of  generative  AI  tech-
nologies  in  the  healthcare  industry  are  discussed  in  another
publication [140].  Concerns  are  raised  about  authorship  and
the integrity of submitted work. The possibility of generative
AI replacing ethicists in the future is explored. The paper sug-
gests  that  generative  AI  may  have  positive  effects,  such  as
facilitating writing, aiding in the drafting of articles, and open-
ing  up  authorship  for  individuals  who  struggle  to  express
themselves in English.  

C.  Countermeasures
1)  Against  Email  Fraud: Efforts  to  counter  the  misuse  of

ChatGPT include the proposal of an expandable scam-baiting
mailserver [141].  This  mailserver  can  conduct  scam-baiting
activities  automatically.  The  study  compares  different
approaches  to  automated  scam-baiting  and  finds  that  human-
designed  lures  work  best  at  attracting  scammer  responses,
while  text  generation  methods  informed  by  human  scam-
baiters  are  more  effective  at  prolonging  conversations.  The
authors  release  their  code  and  conversation  transcripts  to
guide the development of new countermeasures against scam-
mers. Another countermeasure [142] discussed is the develop-
ment  of  an  automated  victim  for  advance  fee  fraud  (AFF)
using  the  GPT-3  language  model  and  engineered  prompts.
This  system  generates  plausible  responses  to  AFF  emails,
which  can  aid  in  disrupting  fraud  and  obtaining  actionable
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information on perpetrators.
2)  Regulation: There  is  a  growing recognition [143] of  the

need for robust regulatory mechanisms for AI systems, includ-
ing large generative AI models (LGAIMs). The analysis pro-
poses  novel  strategies  for  regulating  LGAIMs,  considering
different actors in the value chain, such as developers, deploy-
ers, and users. The paper addresses various aspects of regula-
tion, including direct regulation, data protection, content mod-
eration, and policy proposals. Furthermore, the importance of
responsibility  in  developing  and  regulating  AI  systems  is
emphasized [144]. The focus is on regulating profit-maximiz-
ing  corporations  rather  than  solely  developing  ethical  princi-
ples.  Additionally,  the  potential  risks  associated  with  using
ChatGPT  as  a  source  of  safety-related  advice  are  discussed
[145].  The  study  highlights  the  need  for  expert  verification,
ethical  considerations,  and  safeguards  to  ensure  users  under-
stand  the  limitations  and  receive  appropriate  advice  when
using ChatGPT for safety-related issues.  

D.  Summary
This  section  reveals  several  ethical  dilemmas  and  chal-

lenges,  such  as  data-driven  dialogue  systems’ ethical  con-
cerns, potential weaponization risks leading to online radical-
ization, and the substantial social risks associated with LLMs.
Researchers  underscore  the  importance  of  risk  mitigation
strategies,  policy  interventions,  and  ethical  design  in  these
models.  The  need  for  considering  human  values,  societal
harms,  and  benefits  in  a  contextual  approach  to  AI  ethics  is
also underlined.

We  can  also  learn  about  the  potential  misuse  of  LLMs
across various domains like email communication, education,
decision-making,  and  eHealth.  We  are  made  aware  of  how
these  models,  despite  their  beneficial  applications,  can  pose
risks  such  as  enabling  sophisticated  phishing,  undermining
academic  integrity,  potentially  influencing  human  decisions
unknowingly,  and  even  introducing  errors  in  health-related
advice. This information emphasizes the importance of estab-
lishing robust measures and ethical guidelines for using LLMs
to  mitigate  such  risks  and  ensure  their  safe  and  responsible
use.

Fortunately,  various  countermeasures  and  regulations  have
been  proposed  to  mitigate  the  misuse  and  potential  risks  of
LLMs,  like  creating  automated  systems  that  engage  scam-
mers  and  extract  valuable  information  from  them.  Besides,
various research works propose different strategies to regulate
LLMs,  addressing  each  party  involved  in  their  development
and use, and dealing with aspects like data protection, content
moderation,  and  policy  proposals.  This  section  also  brings
attention  to  potential  risks  related  to  using  AI  systems  for
safety-related  advice,  emphasizing  the  need for  expert  verifi-
cation and understanding the limitations of AI advice.  

VI.  Attacks and Privacy Violation

Large language models such as ChatGPT exhibit vulnerabil-
ity  to  several  attacks  like  misdirection  attacks,  extraction
attacks,  and  backdoor  attacks.  The  objective  of  these  attacks
ranges  from  manipulating  the  model’s  output  to  serve  the
attacker’s  intent,  to  extracting  sensitive  information  from the

model’s  training data,  thus posing serious privacy risks.  Cer-
tain backdoor attacks can even implant hidden triggers in the
language  model,  which  can  later  be  activated  to  fulfill  the
attackers’ purposes.  Although  these  attacks  have  been  exten-
sively studied in other deep learning fields, it is crucial to con-
sider  the  unique  operational  and  structural  aspects  of  LLMs.
The  complexity  and  the  sheer  scale  of  LLMs  increase  the
potential  impact  of  these  attacks.  For  instance,  misdirection
attacks can be particularly deceptive by exploiting the model’s
sensitivity to nuanced textual changes, shifting the generation
process  to  produce  misleading  or  harmful  content.  Further-
more,  extraction  attacks  pose  a  significant  risk  given  the
expansive  and  potentially  sensitive  nature  of  the  data  LLMs
are  trained  on,  enabling  attackers  to  reconstruct  or  infer  pri-
vate data more effectively. Lastly, backdoor attacks in LLMs
can  be  triggered  by  simple  text  inputs,  making  them  highly
insidious  and  challenging  to  detect  without  specific  safe-
guards  such  as  detailed  auditing  of  training  data  and  model
responses.  Therefore,  ensuring  the  security  of  LLMs  against
these  attacks  involves  not  only  adapting  existing  deep  learn-
ing  security  measures  but  also  developing new strategies  tai-
lored to  the complexities  of  language processing and genera-
tion.

Of  particular  concern  is  the  potential  for  LLMs  to  reveal
sensitive  information  they  have  learned  during  training.  This
has prompted researchers to delve deeper into the analysis of
the data leakage problem in LLMs, thereby formulating vari-
ous  attack  detection  and  mitigation  techniques  to  bolster  the
security of ChatGPT.  

A.  Attacks
In this section, we discuss different types of attacks that can

target  ChatGPT  as  shown  in Table  V,  each  has  its  unique
modes of operation and resulting impacts.

1)  Misdirection  Attacks: Misdirection  attacks  serve  to  sub-
vert  the  intended  functioning  of  language  models  such  as
ChatGPT.  Two  primary  forms  of  misdirection  attacks  have
been  studied  in  the  literature:  input-agnostic  attacks  and
prompt  injection attacks.  In  a  study [146] about  input-agnos-
tic  attacks,  the  focus  is  on  finding  universal  adversarial  trig-
gers,  which  are  input-agnostic  sequences  of  tokens  that  trig-
ger  a  model  to  produce  a  specific  prediction  when  concate-
nated  to  any  input  from  a  dataset.  The  proposed  approach
involves  a  gradient-guided  search  over  tokens  to  find  short
trigger  sequences  that  successfully  trigger  the  target  predic-
tion.  The  effectiveness  of  these  triggers  is  demonstrated  for
text  classification,  reading  comprehension,  and  conditional
text  generation  tasks,  causing  targeted  errors  or  generating
offensive  output.  The  triggers  are  optimized  using  white-box
access to a specific model but can be transferred to other mod-
els on all considered datasets. The study also provides insights
into  global  model  behavior  through  these  input-agnostic
attacks.  Another  investigation [147] explores  the  susceptibil-
ity of ChatGPT to universal adversarial triggers (UATs) con-
cerning  the  topic  and  stance  of  generated  conditional  text.
Triggers are identified that cause ChatGPT to produce text on
targeted  topics  while  influencing  the  stance  of  the  text.  The
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paper  highlights  the  potential  danger  of  this  technique  and
emphasizes  the  need  for  immediate  safeguards  against  it.
Regarding  prompt  injection  attacks,  vulnerabilities  of  Chat-
GPT to adversarial attacks through prompt injection are inves-
tigated [148]. The authors propose a framework that explores
two  types  of  prompt  injection  attacks:  1)  goal  hijacking  and
2)  prompt  leaking,  and  demonstrating  their  feasibility  and
effectiveness.  The  study  provides  insights  into  the  factors
influencing  prompt  injection  attacks  and  emphasizes  the
importance  of  studying  them to  understand  the  security  risks
associated  with  large  language  models.  In  a  later  analysis
[149], novel prompt injection threats to application-integrated
large language models are presented. The study highlights the
potential  vulnerability  of  such  models  to  indirect  prompt
injections.  A  systematic  investigation  of  the  resulting  threat
landscape  of  application-integrated  LLMs  is  conducted,  and
various  new  attack  vectors  are  discussed.  Recent  research
[150] delves  into  the  intricacies  of  jailbreak  prompts,  which
are crafted with the intent to bypass the restrictions of LLMs
like  ChatGPT.  This  study  systematically  analyzes  common
patterns  in  jailbreak  prompts  and  assesses  their  effectiveness
in circumventing model restrictions, highlighting the evolving
nature  of  LLM  vulnerabilities.  Another  study [151] explores
prompt stealing attacks against large language models, exam-
ining  how  adversaries  can  manipulate  prompts  to  generate
unauthorized outputs.  The research provides  insights  into  the
methods and effectiveness of these attacks, offering strategies
for  mitigating  their  impact.  In  addition,  research  by [117]
investigates  the  use  of  prompt  engineering  to  coerce  Chat-
GPT  into  generating  malicious  content,  such  as  phishing
emails and malware. The study highlights the significant risks
posed  by  these  attacks  and  underscores  the  need  for  robust
defenses against them.

2)  Extraction  Attacks: Extraction  attacks  represent  another

major  category  of  security  threats  to  ChatGPT,  potentially
compromising  sensitive  information  embedded  within  its
training data. In one study [152], an attack on language mod-
els is presented, which can extract verbatim training examples
using  only  black-box  query  access.  The  attack  is  demon-
strated on the model, successfully extracting hundreds of ver-
batim  text  sequences,  including  personally  identifiable  infor-
mation and code. In another research effort, the first attack on
federated  learning  (FL)  that  achieves  targeted  extraction  of
sequences  containing  privacy-critical  phrases  is  proposed
[153]. The authors introduce a novel attack called “panning”,
which  focuses  on  specific  keywords  or  triggers  to  extract  all
tokens  of  user  data  that  follow  their  occurrence.  The  paper
also  provides  a  comprehensive  review  of  relevant  literature
and  background  information  on  FL  and  text  applications.
Recent  work [154] presents  a  conversation  reconstruction
attack  against  GPT  models,  demonstrating  how  adversaries
can  extract  and  reconstruct  entire  conversations  using  only
black-box  access.  This  attack  poses  significant  privacy  risks,
as  it  can  reveal  sensitive  information  embedded  within  the
model’s training data. Additionally, a study [155] investigates
context  injection  attacks  on  large  language  models,  where
adversaries  subtly  alter  the  context  provided  to  the  model  to
extract sensitive information. The research highlights the ease
with which context  manipulation can lead to unintended data
leaks, emphasizing the need for robust mitigation strategies.

3) Backdoor Attacks: Backdoor attacks pose a unique chal-
lenge,  as  they  exploit  hidden  triggers  within  the  model  to
achieve  their  malevolent  goals.  The  overlooked  security
threats created by pre-trained language models on natural lan-
guage processing systems are addressed [156]. A new class of
trojaning attacks, named TROJANLM, is presented, allowing
adversaries  to  craft  maliciously  designed  LMs  that  manipu-
late the behavior of the host NLP systems. Empirical evalua-

 

TABLE V 
Summary of Attacks on LLMs ([117], [146]−[159])

Research
category Reference Year Model Methodology

Misdirection attacks

[146] 2019 GPT-2 Universal adversarial triggers

[147] 2021 GPT-2 Universal adversarial triggers (for topic and stance manipulation)

[148] 2022 GPT-3 PROMPT INJECT framework (for goal hijacking and prompt leaking)

[149] 2023 ChatGPT Analysis of indirect prompt injection threats

[150] 2024 ChatGPT Analysis of jailbreak prompts and their effectiveness in bypassing restrictions

[151] 2024 GPT-3, GPT-4 Exploration of prompt stealing attacks and their mitigation

[117] 2024 ChatGPT Exploration of malicious content generation through prompt engineering

Extraction attacks

[152] 2021 GPT-2 Black-box extraction attack

[153] 2023 BERT, GPT-2 Panning attack (targeted extraction of privacy-critical phrases)

[154] 2024 GPT-3, GPT-4 Conversation reconstruction attack using black-box access

[155] 2024 GPT-4 Context injection attack to extract sensitive information

Backdoor attacks

[156] 2021 BERT, GPT-2, XLNet TROJANLM (trojaning attacks on LMs)

[157] 2021 BERT, GPT-2 Homograph replacement & dynamic sentence attack (hidden backdoor attacks)

[158] 2022 BERT, RoBERTa,
GPT-2 Linguistic style-motivated (LISM) backdoor attack

[159] 2023 BERT, RoBERTa,
XLNet, T5, GPT-2 TFLexAttack (training-free backdoor attack)
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tions  and  user  studies  of  the  proposed  attacks  on  three  state-
of-the-art LMs demonstrate their effectiveness in security-crit-
ical NLP tasks. Analytical justifications for the practicality of
TROJANLM  are  provided,  along  with  discussions  on  poten-
tial countermeasures and future research directions. Two hid-
den  backdoor  attacks  that  deceive  human-centric  language
models  using  covert  and  natural  triggers  are  proposed [157].
These triggers are embedded through two state-of-the-art trig-
ger  embedding  methods,  achieving  high  attack  success  rates
while maintaining functionality for regular users.  The attacks
are  demonstrated  across  three  security-critical  NLP  tasks.  A
new type of  backdoor  attack called linguistic  style-motivated
(LISM) backdoor attack is presented [158], exploiting implicit
linguistic styles as hidden triggers for backdooring NLP mod-
els.  Text  style  transfer  models  are  utilized  to  generate  sen-
tences  with  an  attacker-specified  linguistic  style,  achieving
improved  attack  effectiveness  and  stealthiness.  A  novel  and
practical methodology called TFLexAttack is proposed [159],
enabling a training-free backdoor attack on language models.
The  attack  manipulates  the  embedding  dictionary  of  the  lan-
guage  model’s  tokenizer  using  carefully  designed  rules.
Extensive experiments demonstrate the effectiveness and uni-
versality of the attack across different NLP tasks.

4)  Detection  and  Analysis: To  effectively  counteract  the
threats  to  ChatGPT,  it  is  essential  to  develop robust  methods
for detecting and analyzing these attacks. An evaluation [160]
of  pre-trained  language  models  is  proposed,  where  adversar-
ial  examples  are  crafted  to  highlight  their  susceptibility  to
attacks  during  training  and  fine-tuning  stages.  A  significant
decrease  in  text  classification  quality  is  demonstrated  when
evaluating  for  semantic  similarity,  and  a  major  security  vul-
nerability  in  GPT-3  is  identified.  The  robustness  of  GPT-3
Playground and GPT-3 API is compared against multiple pre-
trained  BERT-flavored  models  with  adversarial  examples,
revealing the limitations of common distance measures and n-
gram  translation  measures  in  capturing  meaningful  semantic
differences between classifications. A new backdoor scanning
technique  called  PICCOLO is  proposed [161] to  detect  com-
plex  backdoors  in  NLP  transformer  models.  This  approach
transforms  the  subject  model  to  an  equivalent,  differentiable
form  and  conducts  trigger  inversion  using  newly  proposed
optimization methods and a novel word discriminativity anal-
ysis.  PICCOLO  achieves  high  detection  accuracy  on  a  large
number  of  NLP  models,  including  state-of-the-art  transform-
ers BERT and GPT, as well as LSTM and GRU models. The
dual-use risks of instruction-following large language models
are  analyzed [162],  demonstrating  their  potential  for  mali-
cious  purposes  and  their  ability  to  bypass  existing  defenses
against  misuse.  It  is  shown  that  instruction-following  LLMs
can  generate  natural  and  convincing  personalized  malicious
content,  bypassing  content  filters  of  LLM  API  vendors.
Addressing these attacks will require the development of new
approaches to mitigations.  

B.  Privacy Violation
The use  of  ChatGPT raises  concerns  about  user  privacy  as

the  model  may  store  and  use  sensitive  information  such  as

personal  conversations,  search  queries,  and  user  preferences.
To  address  this  issue,  researchers  have  proposed  various
methods  such  as  differential  privacy,  and  encryption  tech-
niques to ensure that user data remains secure and private. In
this subsection, we discuss the nature of this problem and the
possible solutions put forth by researchers.

1)  Information  Leakage: Information  leakage  is  a  form  of
privacy  violation  that  poses  a  risk  to  sensitive  user  data.  A
systematic  study [163] has  been  conducted  on  the  privacy
risks associated with general-purpose language models widely
used in various NLP tasks and real-world systems. It has been
demonstrated  that  text  embeddings  from  these  models  can
capture  sensitive  information,  which  could  be  exploited  by
adversaries, leading to real-world harm. In the context of chat-
bots, a new task has been proposed to detect personal informa-
tion leakage [164]. This task involves aligning utterances with
descriptions  of  personal  information,  and  novel  constrained
alignment  models  have been introduced to address  it  under  a
weakly  supervised  setting.  Empirical  results  highlight  the
effectiveness of these models in detecting the risk of personal
information leakage, with advanced dialogue models showing
a  higher  likelihood  of  leaking  personal  information.  While
leakage of email addresses has been investigated [165], it has
been  observed  that  language  models  are  generally  weak  at
associating  leaked  information  with  specific  individuals,
resulting  in  a  low  risk  of  targeted  attacks.  However,  it  is
important  not  to  disregard  the  potential  privacy  risks  associ-
ated  with  these  models.  In  the  context  of  applications  like
smart  reply,  the  risk  of  sensitive  data  leakage  has  been  ana-
lyzed [166] using  two  types  of  query  access:  black-box  and
gray-box. The aim is to understand the vulnerabilities in smart
reply  pipelines  that  could  lead  to  information  leakage.  By
exploring  this  new  threat  model,  insights  can  be  gained  into
potential  vulnerabilities  and  associated  risks.  Another  analy-
sis [167] focuses  on  the  risk  of  personally  identifiable  infor-
mation (PII) leakage in Language Models. A taxonomy of PII
leakage  has  been  proposed,  encompassing  black-box  extrac-
tion, inference, and reconstruction attacks. Novel attacks have
been  developed  to  extract  PII  sequences  that  were  not  cap-
tured  by  existing  attacks.  The  impact  of  differential  privacy
(DP)  on  protecting  against  PII  leakage  has  also  been  evalu-
ated, with factors increasing the risk of PII leakage identified.

2)  Memorization  Risks: Memorization  of  training  data
presents another potential risk to user privacy. Several studies
have  investigated  this  risk  and  explored  its  potential  impact
and  mitigation  strategies.  A  study [168] has  focused  on  the
memorization of training data during the fine-tuning phase of
autoregressive  language  models.  Different  fine-tuning  meth-
ods  have  been  examined,  and  two  proxy  metrics  have  been
used  to  measure  memorization.  The  study  reveals  that  fine-
tuning  the  head  of  the  model  exhibits  the  highest  level  of
memorization,  while  fine-tuning  smaller  adapters  appears  to
be  less  susceptible  to  known  extraction  attacks.  Understand-
ing  the  susceptibility  of  different  fine-tuning  methods  to
attacks is  crucial  in  the context  of  the pre-train and fine-tune
paradigm.  Another  investigation [169] has  delved  into  the
problem of memorization in neural  language models,  specifi-
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cally  when  the  models  emit  verbatim  parts  of  their  training
data. A precise definition of memorization has been proposed,
and three factors influencing the degree of memorization have
been  identified.  The  study  provides  empirical  evidence  that
memorization in language models is more prevalent than pre-
viously  believed  and  is  expected  to  worsen  with  larger  mod-
els.

3)  Protection  and  Defence: With  the  increasing  awareness
of privacy threats, researchers are actively working on devel-
oping effective protective and defensive measures. An alterna-
tive  defense  approach  called  MEMFREE decoding [170] has
been  proposed.  This  approach  utilizes  Bloom  filters  as  a
means  to  prevent  verbatim  memorization  efficiently.  How-
ever,  it  has  been demonstrated that  even with the use of  per-
fect filters, models can still extract training data through tech-
niques like style transfer. This highlights the need to consider
a  broader  definition  of  memorization  in  order  to  address
potential  data  extraction  risks.  Privacy  concerns  associated
with language models have been explored [171], emphasizing
the  limitations  of  existing  protection  techniques  such  as  data
sanitization and differential privacy. It is argued that ensuring
contextual integrity is necessary for preserving privacy in lan-
guage  models,  suggesting  that  models  should  be  trained  on
data intended for fully public use. In the realm of secure data
sharing  in  NLP  tasks,  a  novel  approach [172] has  been  pro-
posed for generating synthetic datasets with data privacy guar-
antees.  This  approach  involves  penalizing  the  generation  of
samples  that  fit  another  label,  reducing  the  risk  of  faulty
labeled  samples  in  synthetic  datasets  and  yielding  high-qual-
ity datasets with maintained accuracy in NLP tasks. Addition-
ally,  a  framework called  just  fine-tune  twice  (JFT) [173] has
been  introduced  to  achieve  selective  differential  privacy
(SDP)  for  large  transformer-based  models.  The  framework
involves  redacting  in-domain  data  and  employing  a  private
training  mechanism.  Empirical  studies  have  shown  that  JFT
provides  privacy  guarantees  under  SDP  while  maintaining
strong utility compared to previous approaches.  

C.  Summary
LLMs  like  ChatGPT  pose  significant  security  and  privacy

concerns  that  require  robust  and  efficient  mitigations.  These
concerns fall into three primary categories: model attacks, pri-
vacy violations, and information leakage. Model attacks such
as  misdirection,  extraction,  and  backdoor  attacks  could  dis-
rupt  the  system’s  normal  operation  or  compromise  sensitive
information.  Various  detection  and  analysis  techniques  have
been suggested to handle these threats. Privacy issues revolve
around how ChatGPT stores and utilizes user data, emphasiz-
ing  potential  data  leakage  and  user  data  memorization.  To
counter these privacy risks,  defensive measures like differen-
tial  privacy  and  data  sanitization  have  been  suggested.  It  is
worth noting that there is a trade-off between privacy protec-
tion and the development of robust methods for attack detec-
tion  and  analysis,  since  the  requirements  of  their  objectives
are conflicting. For instance, while detailed logging and moni-
toring are indispensable for identifying and mitigating sophis-
ticated attacks, they can also create significant privacy risks if

the  collected  data  includes  sensitive  information.  Techniques
such as differential privacy, designed to protect user data, can
inadvertently reduce a model’s capability to detect anomalies
by  obscuring  genuine  data  patterns.  Despite  these  advance-
ments,  a  number  of  challenges  persist  in  ensuring  user  pri-
vacy and the secure functionality of the ChatGPT system.  

VII.  Discussion and Future Work

Addressing the aforementioned issues within the context of
AI systems such as  ChatGPT needs  a  multifaceted approach,
involving not  only technical  solutions but  also legal  and pol-
icy measures, among others. Here is a brief discussion of pos-
sible future solutions to each issue.  

A.  Bias Solutions
Despite the progress made in detecting, evaluating, and mit-

igating  biases  in  LLMs,  several  research  directions  remain
open:

1)  Diverse  and  Representative  Data  Collection: Future
work should focus on collecting more diverse and representa-
tive  data  for  training  AI  models.  This  could  help  reduce  the
under-representation of  certain groups and the over-represen-
tation  of  certain  perspectives  or  worldviews.  To  effectively
collect more diverse and representative data, strategies such as
targeted  data  gathering  from  underrepresented  regions  and
communities  should  be  employed.  Leveraging  crowd-sourc-
ing platforms can also diversify input sources, thereby reduc-
ing  cultural  and  demographic  biases  inherently  present  in
existing datasets. Furthermore, partnerships with diverse orga-
nizations can aid in gathering a broad spectrum of data, ensur-
ing  that  the  AI  models  trained  on  these  datasets  are  well-
rounded and equitable.

2)  More  Comprehensive  Evaluation  Metrics: The  develop-
ment  of  more  comprehensive  and  robust  metrics  for  evaluat-
ing  bias  in  LLMs  can  help  uncover  subtler  and  less-studied
forms  of  bias.  Developing  more  comprehensive  evaluation
metrics involves creating algorithms that can detect and mea-
sure  bias  on  multiple  levels  and  dimensions,  including  inter-
sectionality. This requires not only technical development but
also collaboration with social scientists to ensure that the met-
rics  are  meaningful  across  different  cultural  and  social  con-
texts.  Additionally,  continuous  validation  of  these  metrics
against real-world outcomes is essential to maintain their rele-
vance and effectiveness.

3)  Bias  Mitigation  Techniques: While  several  debiasing
techniques have been proposed, none have proven completely
effective.  Future  research  should  explore  hybrid  approaches
that combine multiple debiasing techniques to enhance effec-
tiveness.  Techniques  such  as  data  augmentation,  algorithmic
fairness  interventions,  and  regular  model  retraining  with
updated, less biased data should be further investigated. Addi-
tionally,  exploring  the  use  of  artificial  intelligence  to
autonomously detect and correct biases in AI models presents
a promising research avenue.

4)  Transparency  and  Interpretability: Future  work  could
also focus on making the functioning of LLMs more transpar-
ent and interpretable, making it easier to understand how and
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why  biases  occur.  Increasing  transparency  involves  develop-
ing  methods  to  trace  model  decisions  back  to  specific  data
inputs or model parameters. Techniques such as model-agnos-
tic explanations and the implementation of “explainability by
design” in  AI  systems  can  help.  Further,  promoting  open-
source  frameworks  where  models  and  their  training  algo-
rithms  can  be  audited  by  external  parties  will  enhance  trans-
parency.

5) Ethical Guidelines and Policies: Finally, establishing eth-
ical  guidelines  and  policies  can  ensure  that  AI  models  are
developed and used responsibly and that  potential  harms and
biases are adequately addressed. This involves not only the AI
research community but also lawmakers and the public in dis-
cussions  on  ethical  AI  usage.  Regularly  updated  policies
reflecting  the  latest  AI  advancements  and  societal  values  are
essential for guiding ethical AI development and deployment.  

B.  Disinformation Solutions
The twin  issues  of  disinformation  generation  and detection

present several opportunities for future research.
1) Deeper Investigation: First, there is a need for continued

investigation into the mechanics  of  AI-generated fake media.
A  comprehensive  approach  to  understanding  AI-generated
fake  media  involves  multidisciplinary  research  incorporating
technical,  psychological,  and  sociological  perspectives.  Stud-
ies should focus on the cognitive effects of fake media on dif-
ferent  demographics  and  develop  methodologies  to  mitigate
these effects.

2) More Effective tools: Second, in the sphere of fake media
detection, there is a clear demand for more effective and ver-
satile tools capable of keeping pace with rapidly evolving dis-
information tactics. This calls for innovation in both machine
learning and deep learning models, as well as the exploration
of  novel  approaches  that  take  into  account  variables  such  as
veracity of text, user demographic characteristics, and the sub-
tle nuances of writing style.

3)  Interdisciplinary  Collaboration: Finally,  it  is  imperative
to foster cross-disciplinary dialogue and collaboration in order
to  address  the  broader  ethical,  social,  and  political  implica-
tions  of  AI-generated  disinformation.  As  AI  technologies
become  increasingly  embedded  in  our  lives,  the  collective
responsibility to ensure their beneficial and ethical use grows
in equal measure.  

C.  Ethics and Misuse Solutions
From the literature review above, we have a comprehensive

understanding  of  the  ethical  issues  and  challenges  associated
with LLMs like ChatGPT. Below, we propose some potential
solutions and future research directions:

1) Technological Safeguards: Future AI research should pri-
oritize developing more robust safety and security measures to
prevent  misuse.  These  can  include  refining  adversarial  train-
ing and attack detection methods, as well as exploring innova-
tive new techniques for enhancing the robustness of AI mod-
els.

2)  Ethics-by-Design  Approach: AI  and  LLM  development
should  adopt  an  ethics-by-design  approach.  This  includes

designing  and  developing  AI  models  with  ethical  considera-
tions integrated from the outset. Future research should focus
on methods and best practices for integrating ethical consider-
ations into the AI development process.

3)  Education  and  Awareness: There  is  a  need  to  increase
public  education  and  awareness  about  AI,  LLMs,  and  their
potential  misuse.  This  includes  educating  students  about  the
potential  misuse of  AI in academic settings,  and raising pub-
lic  awareness  about  the  potential  risks  of  AI-powered  phish-
ing or social engineering attacks. Future research could focus
on  the  development  and  effectiveness  of  AI  education  and
awareness programs.

In summary, addressing the ethical implications and poten-
tial misuse of AI and LLMs is a complex task that requires a
comprehensive  and  multifaceted  approach.  Future  research
should  continue  to  explore  and  develop  effective  strategies
and techniques for addressing these challenges.  

D.  Attacks and Privacy Solutions
Implementing robust security protocols can help protect AI

systems  from  attacks.  This  might  include  measures  like
encryption,  regular  software  updates,  and  intrusion  detection
systems. Since LLMs are complex and large, techniques such
as fuzzing [174]–[176] may also have great potential to detect
such  attacks.  AI  models  themselves  can  be  hardened  against
attacks through techniques such as adversarial training, where
the  model  is  trained  to  resist  manipulation  by  adversarial
inputs.

1) Effective Utilization of  Differential  Privacy (DP): Exist-
ing  privacy-preserving  mechanisms  such  as  differential  pri-
vacy  have  shown  promise  in  preventing  information  leakage
and  memorization  risks.  Differential  Privacy  is  a  framework
designed to ensure that the output of a database query does not
reveal too much information about any individual record, even
to someone with access to the query’s result.  The application
of  DP  to  LLMs  involves  introducing  noise  into  the  training
data or the learning process to obscure the specifics of individ-
ual data entries. This can be achieved by adjusting the model’s
parameters  during  training  in  a  way  that  the  inclusion  or
exclusion  of  any  single  data  point  does  not  significantly
change  the  output  of  the  model.  For  LLMs,  one  common
method is  to  apply DP during the stochastic  gradient  descent
phase —a  pivotal  step  where  the  model  learns  by  incremen-
tally adjusting its weights based on a subset of data. However,
there  are  still  limitations,  such  as  the  trade-off  between  pri-
vacy  guarantees  and  the  performance  of  the  model.  Future
research  should  focus  on  enhancing  these  mechanisms  or
developing new ones that can provide strong privacy guaran-
tees while maintaining high utility. These new methods could
build  on  techniques  like  neural  dynamics  (ND)  optimiser
[177],  just  fine-tune twice  (JFT) [173] and the  use  of  Bloom
filters [170].

2)  Robust  Adversarial  Training  Techniques: Adversarial
training  could  be  used  to  improve  the  robustness  of  LLMs
against  misdirection  and  other  attacks.  Future  studies  should
aim  at  developing  scalable  adversarial  training  methods
specifically  for  large  language  models.  Concurrently,  robust-
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ness analysis methods that can assess the model’s vulnerabil-
ity to attacks should also be developed [95].

3)  Creating  Synthetic  Datasets: The  use  of  synthetic
datasets  that  maintain  the  statistical  properties  of  original
datasets while preserving data privacy has been proposed as a
potential  solution [172].  Further  research  in  this  area  could
aim  to  refine  the  process  of  generating  synthetic  datasets,
ensuring that they retain the necessary properties for effective
machine learning while minimizing the risk of privacy viola-
tion.

4) Balanced Approaches: Since techniques such as differen-
tial  privacy  can  inadvertently  reduce  a  model’s  capability  to
detect  anomalies  by  obscuring  genuine  data  patterns,  a  bal-
anced approach is necessary. One promising avenue is the use
of  advanced  cryptographic  methods,  such  as  homomorphic
encryption,  which  enables  the  processing  of  encrypted  data
without  exposing  actual  content,  thus  maintaining  privacy
while  allowing  for  effective  attack  detection.  Moreover,  the
adoption  of  federated  learning  can  decentralize  data  process-
ing, reducing the risk of privacy breaches while still enabling
collective model improvements. Future research should focus
on  enhancing  these  techniques  to  better  serve  the  dual  needs
of privacy and security in AI applications.

It is important to note that while these approaches can help
mitigate these problems, they are not foolproof and they need
to be complemented with strong regulatory oversight and legal
measures.  Engaging  in  regular  dialogues  with  various  stake-
holders including policymakers, users, and experts in the field
can also help in continuously refining these strategies.

By  considering  these  solutions  and  future  directions,  it  is
possible  to  mitigate  the  privacy  concerns  associated  with  AI
models  such as  ChatGPT while  retaining their  utility  in  vari-
ous applications.  

E.  Further Discussion
To delve deeper into these issues, it is crucial to consider the

interplay  between  technical  advancements  and  societal
impacts. For example, while federated learning offers privacy
benefits, it also raises challenges related to model consistency
and  communication  overhead.  Balancing  these  trade-offs
requires  innovative  solutions  that  optimize  both  privacy  and
performance.

Moreover,  the  ethical  implications  of  AI  usage  extend
beyond  immediate  technical  concerns.  For  instance,  the
deployment of AI in sensitive areas such as healthcare and law
enforcement  demands  rigorous  ethical  scrutiny  to  prevent
harm  and  ensure  fairness.  Developing  AI  systems  that  can
explain  their  decisions  in  human-understandable  terms  is
essential for accountability and trust.

Interdisciplinary  collaboration  is  key  to  addressing  these
complex  challenges.  By  bringing  together  experts  from  AI,
ethics,  law,  and  social  sciences,  we  can  develop  holistic
approaches  that  encompass  technical,  ethical,  and  societal
dimensions.  This  collaboration  can  also  drive  the  creation  of
international  standards  and  guidelines,  ensuring  a  consistent
and unified approach to AI governance.

Finally,  public  engagement  and  education  are  paramount.

Empowering individuals with knowledge about AI’s capabili-
ties  and  limitations  can  foster  responsible  use  and  mitigate
risks.  Educational  initiatives  should  focus  on  building  digital
literacy and critical thinking skills, enabling users to navigate
the AI-driven landscape effectively.

While  this  survey  has  primarily  focused  on  the  security
issues  associated  with  ChatGPT,  it  is  important  to  recognize
that similar concerns extend to other LLMs. For instance, the
potential  for  adversarial  attacks,  privacy  violations,  and  mis-
use  in  disinformation  campaigns  are  common  across  many
LLMs, albeit to varying degrees. Expanding the discussion to
include  these  models  not  only  enhances  the  comprehensive-
ness of the review but also provides valuable insights into the
broader implications of LLM security. We plan to explore this
in  future  work  with  the  aim  to  conduct  a  more  extensive
review  that  not  only  addresses  the  security  issues  specific  to
ChatGPT  but  also  provides  a  comprehensive  comparison
across  a  variety  of  LLMs.  This  future  research  will  help  in
developing more  robust  and generalized security  frameworks
that can be applied across different AI models.  

VIII.  Conclusion

While ChatGPT has shown significant improvements in var-
ious NLP tasks, it also presents potential risks that need to be
addressed to  ensure  its  safe  and responsible  use.  This  survey
has examined the security challenges posed by large language
models  like  ChatGPT,  highlighting  significant  concerns  in
data  privacy,  potential  misuse,  inherent  biases,  and  suscepti-
bility  to  cyber-attacks.  The  extensive  datasets  used  for  train-
ing  these  models  raise  issues  of  inadvertent  data  leakage,
underscoring  the  need  for  robust  privacy  protections  such  as
differential  privacy  and  federated  learning.  The  potential  for
misuse  in  generating  deceptive  content  calls  for  regulatory
frameworks to mitigate abuse and ensure ethical deployment.
Biases within training data can perpetuate stereotypes, neces-
sitating diversified datasets and continuous monitoring to neu-
tralize these biases effectively. Moreover, the vulnerability of
these  models  to  sophisticated  cyber  threats,  including  adver-
sarial  and  backdoor  attacks,  emphasizes  the  importance  of
developing  advanced  security  measures.  Addressing  these
challenges  requires  a  concerted  effort  from  policymakers,
developers,  and  end-users.  Policymakers  must  draft  regula-
tions  that  balance  innovation  with  ethical  considerations,
developers  should  adhere  to  security  best  practices,  and  end-
users  need  education  on  the  risks  associated  with  these  tech-
nologies.  Collaborative  engagement  is  crucial  to  harnessing
the  benefits  of  large  language  models  while  safeguarding
against their risks.
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