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WHAT is computational intelligence? In fact, there is no exact definition. People may have their own un-
derstanding. Along with the rapid development of large scale high quality computers so far, a number of
new computational approaches, e.g. neural network , simulated annealing, genetic algorithm, evolution-
ary programming, hidden Markov model { HMM), adaptive algorithm, etc. have been proposed, which
have been shown very powerful in dealing with the combinatorial explosion appearing in the large scale
complex systems. These approaches usually not only share the advantage of generality, robustness, sim-
plicity and convenience for parallel processing, but also hopefully hecome the bridge among the numerical
calculation and the advanced intelligence behavior, such as semantic expression and thinking in images,
etc. Therefore, “they are naturally considered to be the major significant influential key skills for the
computational technique in the next decade” ' .

Recently, the above-mentioned approaches have attracted more and more attention owing to their
successful application in various fields. From the mathematical point of view, the different intelligent
computational approaches enjoy the following common features:

( 1) In most of these methods, random factor is introduced; therefore, they are indeterminate, and
sometimes they even support contradict solving ways. Lots of computational processing is in fact doing
simulation of the stochastic processes on computers.

(il ) Most of them are the dynamical systems or random dynamical systems with adaptive mecha-
nism, and sometimes the structures of them are even adjusted successively during the calculation.

(iii ) These algorithms are designed for general objects. In contrast to those designed for special
problems, heuristic methods for concrete problems with special treatments are not considered.

(iv) Many algorithms of them seem stupid in calculation for the low dimension case or in the simple
cases, since in low dimension or in simple cases. extremely direct algorithms can be found through
heuristic .observation. While for the high dimension and complicated cases, these simple heuristic meth-
ods often become practically inexcusable, since the time spent in computing grows up exponentially with
the increase of the scale.

The above-mentioned computational approaches prevailed mostly in the end of the 1980s or at the
beginning of the 1990s. For instance, the artificial neural network, genetic algorithm and evolutionary al-
gorithm, etc. are initiated by analogue and simplification of the process of intelligent activities of the
brain of the human being and the competition of surviving. inheritance and mutation of living bodies,
where numerical computation is more emphasized, and objects are described by data and distributions in-
stead of by axioms and formulas. At that time, scholars of these groups are often excluded by those of the
classical artificial intelligence based on logic and symbolic operations. So the nomenclature of computa-
tional intelligence has the flavor resistence. In fact, to understand the human intelligence and to think it
purely as the logical thinking or mainly as the logical thinking have its one-sidedness. Actually, the
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thinking in images and the non-logical inference are vital for the human intelligence, even say, the more
important side. For example, in the pure logical inference, the statement “A implies B” simply means
that the appearance of A includes that of B. However, the intelligence inference of the human being often
goes in a converse way, e.g. during a medical treatment, the diagnosis of a doctor always goes from the
statement “the disease A may have the symptom B” to infer “how big of the possibility of this patient hav-
ing this disease” . This is a typical non-logical inference, where the indeterminate factors are involved and
so every decision there has to take the risk of false inference. Nevertheless, this kind of inference is the

most possible cases appearing in human intelligent activities. Seeing from the development in the recent
{1, 2]

decades, the authors agree with Li that it seems more reasonable to consider the computational intel-
ligence as a part of the artificial intelligence and to make our effort to combine the logic and the symbolic
operations with the numerical calculation and to make the complement of them each other.

In recent years, in various application fields, one has made satisfactory achievement in trying to use
various computational intelligent approaches to solve problems of the large scale complicate systems, e.g.
at the beginning of the 1980s, Sejnowski and Rosenberg constructed the system of ‘ NetTalk’ (31, which is
exactly a small machine based on the artificial neural network. The amazing performance of this machine
shows that it possesses the ability of learning and correctly reading English texts (even for the texts it has
never learnt before) based on its accumulated experience from learning previously. This work started a hot
surge of the artificial neural network. In the 1960s, Fogel et al. (4] proposed the Evolutionary Program-
ming, and in the 1970s, Holland™! initiated the genetic algorithm. These two algorithms are in fact very
similar. They are to simulate the optimal process of survival for the fitness in the competition of biological
world. Till the 1980s they were applied successfully to the fields of econometric prediction and others and
became hot topics. Simulated annealing algorithm was proposed by Kirkpatrick et al. by borrowing the
idea of physical annealing

increasing the temperature then coolingm as the means of escaping from
the traps of local extreme in the global optimal problems. This algorithm has been shown effective for the
multi-peak object functions, especially for those in the complicate high dimensional cases. It has become
an optimal algorithm of broad use and study in recent years. HMM started to prevail in the speech signal
analysis (in fact, it is the most effective algorithm for the speech recognition till now) . Due to its flexi-
bility in specifying objects of the HMM, like the forward multi-layer artificial neural network, it has been
proven to be a very nice nonlinear statistical parameter model. In these years, much attention has been
paid to the area of pattern recognition, communication systems and mathematical statistics, etc. Self-or-
ganizing learning (clustering) approach is first suggested by Kohonen as a neural network. Actually, the
basic idea of self-organizing learning is quite different from that of artificial multi-layer neural networks,
but it is rather similar to the stochastic approximation and the adopted algorithm discussed by Kushner,
Metivier, etc. Since the results of learning by this approach are very good, this method also attracts much
attention to its application and theoretical studies.

Although the computational intelligence approach has been widely applied to the real world problems
with great complex, like the optimal selection (e.g. optimal searching problems of medicine molecular
design, second and third level structure analysis of protein, etc.), symbolic regression, programming
generating, game strategy discovering, etc. and it works quite well, from the theoretical point of view,
except the simulated annealing, fairly complete discussion lacks. There are lots of interesting and deep
theoretical problems for mathematicians.

Especially, the relation between various computational intelligence and parallel processing is an im-
portant theoretical and practical topic, which needs to be studied sophisticatedly. Some scholars studying
traditional artificial intelligence, e.g. Simon, Feigenbaum, think that the parallel processing is not an
important topic in artificial intelligence. They emphasize that thinking is essentially cascading. It is
pointed out in ref. [ 1] that: Li Guojie “through deeply studying the interaction and connection between
the parallel processing and the elicitation method of searching we have found the higher the quality of the
function of the elicitation method the more of the parallel property. And so, there is no proper position for
the parallel processing in the field of the artificial intelligence focusing on the symbolic logic inference” .
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Further, he said “but for the evolutionary calculating it is quite different. The evolutionary algorithm
rather suits for large scale parallel processing. While the neural network itself is exactly in large scale
parallel . It is not necessary to emphasize too much that the most efficient parallel way for the calculating
of the genetic algorithm and the genetic programming is to take hundreds, or even thousands, of comput-
ers working independently for the genetic calculating individually or with disjoint sets of individuals. It
goes such a way that after computing (without any communication in the processing), communicating and
comparing at the end of the operation, it chooses the best result.” “For the application to real world
problems of intelligent computing, e.g. the real time continuous speech recognition, machine translating,
general natural language understanding, global complicate computing auxiliary decision and so on, it can
only be brought out on the large scale parallel-computers. In the practical application, it is necessary to
solve the scalability of the artificial intelligence. It is a great challenge for the artificial intelligence scien-
tists in nineties.”, “We need to pay great attention to the study of the computational intelligence and the
parallel calculating and surge the study of the artificial intelligence and the computational intelligence to a
new high level.” In the study of parallel processing, an important phenomenon, analogue to the critical
phenomenon appearing in the interacting particle systems, is worthy paying attention, i.e. parallel opera-
tion can raise the calculating speed, however, too large scale parallel operation may even decrease the

calculating speed. There is an optimal critical parallel scalel’"

The aim of the present paper is to give a simple survey on various approaches of computational intel-
ligence with their features and applications, and, within the knowledge of the authors, to give a concise
discussion of related known mathematical results and problems, in order to make the interested people
coming up with valuable opinions and attract the attention of mathematicians to join the study of the com-
putational intelligence, also in order to offer a few typical references for those who expect to know this
new field. The listed references in this paper ncither are complete, nor reflect their academic historical
position, and are only to help those who want to know more about computational intelligence. Obviously,
there are a number of excellent papers and books not listed.

This review is organized as follows. In sections 1—5, simulated annealing, neural network, genetic
and evolutionary algorithm, self-organizing learning , adapting algorithm and hidden Markov model are
discussed introductorily. In section 6, two common implicit principles concession strategies, in.vari-
ous computational intelligence algorithms are illustrated from the mathematical point of view.

1 Simulated annealing

Simulated annealing is an approach of global optimization. Roughly speaking, the artificial noise is
introduced to make the possibility of escaping from the trap of local optimum. After letting the noise de-
creasing to zero, the algorithm eventually converges to the set of the sites achieving the global optimum.
In fact, early in 1965, Khas’ minskii proposed this idea®, but unfortunately it did not attract sufficient
attention in computer science and optimal application fields. Till 1983, Kirkpatrick suggested a simulated
annealing algorithm:ﬂ , which attracted great attention from the optimal application field and once became
a hot point. In the following, we first give a simple example to explain the basic idea of the simulated an-
nealing[gl , which is a well written book on the simulated annealing and its general application.

Let the object function of the optimization problem be f(i), with the argument taking discrete val-
ues. Denote

fo = m‘iry‘(i).

To obtain the global minimum of f( ), an homogeneous irreducible non-periodic positive recurrent
Markov chain with the invariant measure

peli) = expl= B+ fidi - 23" (25 = Dexpi- B+ fLi)l) (1.1)
is constructed. The distribution in (1.1) is very similar to the Boltzman distribution and the parameter
B=1/T

is the inverse temperature, where T stands for the absolute temperature. If we consider the deterministic
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algorithm without noise as the case of T =0, then the case of T >0 means that searching is done under
positive temperature. Noticing that as 8— + % , (T—>0) in (1.1), one sees that the invariant measure
tends to a measure concentrated on the set of global minimum points of f( ). The real computing proce-
dure is: first taking a positive temperature T >0 to run the Markov chain described above till it “reach-
es” the stationary; then starting at the present state of this Markov chain to run again the Markov chain at
a lower temperature. Repeating this procedure with temperature decreasing successively, we will eventu-
ally have the Markov chain tending to the global minimum points of f( ) in probability. This procedure of
temperature increasing to zero is just like the physical processing of cooling schedule called annealing and
therefore is called the simulated annealing.

To accelerate the calculation, we introduce the inhomogeneous Markov chains. This means to change
the transition matrix of the Markov chain at each step T. It can be proven that as the time goes to infi-
nite, and T goes to zero at an appropriate slow speed, this inhomogeneous Markov chain tends to the set

of the global minimum set of f( ) in probability. More precisely, there exists a positive constant a deter-
mined by f( ), and if we take

—;::an}"logn (y < a), (1.2)
as n—> % , then T meets the demand of “going to zero at an appropriate slow speed” . Of course, the
closer ¥ to a the better.

In many cases, the underlying system may be very complicated with extremely high dimension and
the object function possesses no explicit expression. Sometimes, although there is an explicit expression,
it does not work practically, since the calculation is too complex. For this case, the locally changed
neighborhood and the corresponding matrix are then introduced (the neighborhood of i is denoted by R
(i)):

IRGD|',  j€ R(Gi);
Gz(gi’f)’g"'f={o, j ¢ RG).

It determines that if the system is at the state i, then it can only change into a state in R(i), and

the n-step transition matrix is taken by

P(,Bn) = (pi,j(.gn))a

.- minf1, £28} Vi i

(=1 )

Pi, B = . P (k) ' )
1 - E b B mm{l, —L—#ﬂ(i)}’ Jj = i.

Thus, as temperature T decreases in an appropriate way, when we operate the inhomogeneous Markov
chain defined by this family of transition matrices, it will converge in the sense of probability to the global
minimal set of f( ).

A number of scientists have done a series of studies on the mathematical theory of the simulated an-
nealing, among which the Taipei school has made outstanding contribution. How to control the noise level
to make the algorithm converging to the global optimum, what is the upper bound of the above-mentioned
constant a (i.e. the superior of a satisfying (1.2) and hence ensuring the success of the algorithm) and
the improvement of the simulated annealing, etc. were studied systematically and rigorously, where the
main mathematical tools involved are the large deviation theory of Markov processes, the spectral gap and
the logarithm Sobolev inequality of the generator of Markov processes, etc. Lio—is]

Actually, for a deterministic or stochastic algorithm possibly not reaching the global optimum by
trapping at the local optimum, we can always introduce an artificial noise to do. the simulated annealing
for making the chance of escaping the local traps and to achieve the global optimum. In ref. [15] an al-
gorithmic model is given, how to control the noise level in order to achieve the global optimum is pointed
out, and the rigorous mathematical proof is shown.

Although theoretically the convergence in probability of the usual simulated annealing is proven, the
expand time for the convergence is increasing exponentially with the reciprocal of the constant a. It
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means that if a is rather small, then even 8 = Ylogn (¥ < a) is satisfied, and the algorithm will still
not meet the demand of convergence in a practical allowable time period. And so people try constantly to

improve the algorithm of the simulated annealing. Szu and Hartley proposed some algorithms to accelerate
(16, 17]

the convergence . However, some of the ideas may not be successful, for example, the Cauchy
noise is taken instead of the Brownian motion (white noise) to accelerate the convergence speed of the
simulated annealing (the idea is that the Cauchy process has its jumps, it may give better chance of es-
caping the local traps). It can be proven that for rather general cases, the Cauchy annealing does nat
converge:m: . This shows that the rigorous mathematical study is necessary. For complicated problems, in
which the small probability event may happen again and again, without the basis of the rigorous theory,
the heuristic may make mistakes. To adopt the color noises as the driver to escape the local extreme is al-
so an approach of accelerating the convergence speed. Among them the TINA (Time Invariant Noise An-
nealing) approach is worthy to be paid more special attention. The basic idea is to take the noise bigger
at the sites with bigger object function values, while to take the noise smaller as the object function gets
smaller. Especially, in the case of known minimum (e.g. in the case of solving simultaneous nonlinear
equations, the object function is taken to be the sum of the square of functions appearing in each equation
and then the minimum of the object function is zero, which makes the zero points of the objective function
the solutions of the equations) , the variance of the noise may be taken as the square of the difference be-
tween the function and its minimum (usually, for bounding the variance, a threshold is taken for limiting
the difference)! !>~

For the optimization in continuous state space instead of the Markov chain above, we take the follow-
ing stochastic difference equation:

x(t) = x(t - 1) + (gradf)(x(¢t - 1))) + (f(x(t - 1)) - fo) = w(e), (1.3)
where w(t) is an i.i.d. sequence of random variables (discrete white noise), fg is the minimum of
f(x). Thus, (1.3) gives the iterative formula for TINA with colored noise. In the case of minimal
(maximal) value of object function unknown, the noise term can be changed into white noise multiplied
by

g(f(x(e = 1)) = ¢)*) + (7 - log(t + o))",
where g is a bounded increasing function, ¢ is a constant, the closer to the minimum of f the better. In
ref. [21] the proof is given for the convergence of the continuous version of this algorithm. In the practi-
cal calculation, one can adjust the parameter ¢ into smaller one by the increasing knowledge of f during
the procedure of calculation to accelerate computing .

Besides, there are a number of theoretical problems, e.g. how to judge whether the computation is
close enough to convergence, how to accelerate the computing further, and how to use the experience ob-
tained from the previous computing to accelerate the calculation, etc. These problems may relate to the
mathematical theory of large deviation theory of inhomogeneous Markov chains and Markov processes,
their limiting behavior, the stochastic approximations, etc.

2 Neural networks

There are two kinds of neural networks: biological neural networks and artificial neural networks.
For the former, the aim of this study is to understand the mechanism and working principle of brains and
other neural systems: giving the mathematical model, and explaining why they have these functions and
what are the key parameters, *** especially to know how the advanced intelligent activities are going.
While the artificial neural networks are basically analogizing biological neural networks, or following some
of the principles of biological neural networks to construct software and hardware with high efficiency and
functions, for instance, with some of the intelligence of human beings. The NETTALK mentioned in the
introduction is a famous example for this. The research of artificial neutral networks focuses on the func-
tions of a network rather than finds if there is some real biological systems having such a neural network.
The most popular kind of neural networks is the multi-layer forward neural network. This network consists
of multi-layer of neurons. There are 3 kinds of layers: input layers which consists of neurons input data
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not accepting the interactions from the other neurons, hidden layers for neurons processing data, and out-
put layers being able to be read from the outside network . The hidden layer may split into several layers.

In spite of the fact that they are equivalent 10 one layer by the theory ok Kolmogorovm] , it is more conve-
nient to adopt multi-layer of hidden neurons in practice. In the feed-forward network, the information can
only be transferred in the order of layers. Each hidden layer or output layer consists of many perceptrons,
a neuron accepting the interaction and the input from the other neurons of the network. In the feed-for-
ward neural network the interactions are only allowed from the neurons of the preceding layer. The usually
adopted model of the interaction is the following threshold controlled linear action:

h(x) = g(}_:‘V(x. y)ply) - 6(%x)), (2.1)

where V(x, y), 7(y) and 0(x) are interaction potential from the neuron ¥ to the neuron x, the state
of the neuron y and the active threshold of the neuron x, where the neurons considered only have active
and inhibit states; V(x, y)h(y) is the force of the neuron y acting on x, and the argument of g( ) in
the right hand side of (2.1) is the part of the interaction to x exceeding the threshold. The sum in the
right hand side of (2.1) is taken over all y which has interaction to x, and the function g is called the
threshold function, which usually is the Heaviside function (step function jumping at zero) or its smooth
modification . The meaning of taking this is: in the deterministic case ( T =0), when the total interaction
to x exceeds the threshold, x becomes active at the nexi sampling time; otherwise, it behaves inhibit.
While in the stochastic neural network systems (equivalent to 7' > 0), at the next sampling time, the
probability p of x taking the active state depends on the magnitude of the total interaction exceeding the
threshold, i.e.

p =exp{f-h(x))/ZZ = Ezexp(ﬂ - h(x)).

It is easy to see that the bigger h(x) is, the bigger p is. The operating of the neural network in the
stochastic case is a Markov chain similar to that in section 1. As for the case of neural elements taking
more than two states, the preceding probability can be defined similarly.

The application of the multi-layer feed-forward network is divided into two phases: learning phase
and operating phase. The learning phase aims to obtain parameters { V(x, y)! and {6(x)! through
processing the sample such that under these paramneters, the neural network can relatively optimally exe-
cute what we want. While the operating phase is that the state of neurons of the neural network moves ac-
cording to the above rule to complete the desired task.

There are two kinds of learning of the neural network : supervised and unsupervised. For multi-layer
feed-forward networks, the supervised learning (there is a teacher) is adopted more frequently, where the
error back-propagation approach is a popular algorithm. In fact, the supervised learmning usually means
that a set of output samples with given input samples can be obtained and in the learning the given output
is used to determine the quality of the network parameters. The goal of learning is to find the unknown
parameters to make the output of the network of these parameters as close as possible to the output sample
when we input the corresponding input sample. Therefore, it is reduced to a global optimal problem.

The main steps of the approach of the error back-propagation are: ( | ) set the initial values of the
parameters; ( ii ) by random order or one by one input the samples into the network with the initial pa-
rameters to obtain the output and compare it with the corresponding output sample; ( iii ) adjust the net-
work parameters of the previous layer (e.g. the ( n-1)-th layer) to obtain the new parameters interacting
to the n-th layer to make the output most close to the output sample and then find the output of the ( n-
1)-th layer to minimize the error of the n-th layer; (V) repeat (fii ) for the (n-1)-th layer instead of
the n-layer and to adjust the parameters of the (n-1) layer, then find the output of the (n-2)-th layer to
minimize the error of the ( n-1)-th layer; (V) repeat (V) recursively to each previous layer, till the
new parameters of all layers are found; (Vi) repeat steps (il ) to ( V), till the convergence is
achieved.

The drawback of this algorithm is quite similar to that of the EM algorithm with missing data. In the
process of optimization, since the object functions are nonlinear with the huge number of arguments, it of-
ten makes the computing falling into the traps of local extrema. To overcome this, the optimization tech-
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niques, such as the simulated annealing, etc. are ofien applied.

Another kind of neural networks is the recurrent network, which is actually a dynamic system with
the configurations of states of all neurons as a whole one thing, and the system moves by a deterministic
or stochastic rule. The former is a dynamic system and the latter is a Markov chain. The Hopfield net-

work!? is a typical recurrent network, of which each neuron takes two values: active or inhibit, and
changes its states according to the interaction and the rule given by (3.1) deterministically or stochasti-
cally by the above-mentioned probability p. The recurrent neural network appears more close to the bio-
logical neural network. Especially, the associative memory (or the content-addressable memory) intro-
duced by Hopfield has completely different mechanisms from the traditional memory model (e. g.
notepad , tape, disk, laser disk etc.). Retrieving of memory in the Hopfield network does not need any
content lists or directories on the stored memory. Thus, it is the network most close to the function of the
memory of brains so far. Hence, it provides valuable consultation for the computational intelligence from
the angle of bionics. Hopfield network is also applied to the pattern recognition and many NP-hard prob-
lems, e.g. TSP problem, maximal connected set of graphs, ete (#4720

Boltzmann machine may be thought as a combination and an extension of the feed-forward network
and the Hopfield network it neither confines to “no interaction to the input layer is allowed”, nor re-
stricts to “the interaction is only permitted forwardly”. On the other hand, this network has input and
output neurons, and it is also a recurrent network and possesses the advantage of both of these two kinds
of networks. So it has strong capacity and may describe and simulate very complicated systems. It was
applied by Azencott et al. to the vessel recognition of radar signals, and worked quite satisfaclorily:27].
However, the computing scale of the Bolizmann machine is extremely large so that it seems very difficult
and complicated for leaming. So far, the EM algorithm is widely used for leaming and has shown its ef-
fect, of which the idea is fairly similar to the hidden Markov model in the following section 6. Because
the mechanism of Boltzmann machine is rather complicated and the learning approach needs fairly strong
theoretic background to understand. To adopt Boltzmann machine to solve the real world problems is not
as popular as the feed-forward multi-layer networks . But the former has far more potential than the latter.
The study is far from completeness and a big room is still left for mathematicians.

As a popular model for information processing and computer science, the neural networks have been
observed tremendously. A number of excellent writings have appeared, which are easy to read owing to
clear illustration!?* 27 Ref. "29] is a well-written book, where the spin-glasses and the attractors are
taken to be the model to describe the associate memory , and the working model of brains is discussed.
The clearness of the physical idea of this book makes it a quitc inspiring tutorial material for students even
for professionals to understand the biological neural networks.

Besides, the self-organizing networks ( Kohonen network, ART, etc.) are also the networks with
strong functioning and have attracted wide attention. Its mathematical structure is similar to the adaptive
algorithm. We will discuss it in section 5.

Beginning at the end of the 1980s and becoming hot in the 1990s, the study of neural networks
gradually comes into a highly developing stage. People are trying to know the function and mechanism of
neural networks and what is the key point in it. The veil on the neural network has been gradually raised .
The fact is that, from the point of view of statistics, multi-laver feed-forward network is nothing but a pa-
rameter model of large capacity and computing convenience (only linear combination and thresholds are
involved) . It may be proven that with enough number of hidden elements the feed-forward network can
well approximate any non-linear transformation. The learning based on the samples is exactly a parameter
estimation problem of the hidden variables. Therefore, the learning algorithm of the multi-layer feed-for-
ward network is essentially similar to the hidden variable estimation method. Moreover, the leamning of
the neural network with supervising is also a parameter estimation problem with hidden variables
statistics for incomplete data. Thus, EM algorithm, Markov chain Monte Carlo (MCMC), simulated an-
nealing approaches also play their roles. These are the hot points deserving studying now.

Another important problem in neural network is how to determine the size, that is, to determine the
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number of layers and the number of neurons in each layer. There is a dilemma here: too small size of the
system will cause large systematical bias, while too large size will appear over-fitting and the stochastic
fluctuation will be considered as the trend of the system. In ref. (30!, Geman illustrated the problem
both from theoretical analysis and from real calculating examples, and pointed out that it is harmful to en-
large the size blindly without paying enough attention to the right choice of the size of the networks. It
seems that the only correct way to solve this dilemma is to do statistical analysis (exploratory statistical
analysis) for the samples carefully to get the global understanding, and to try our best to make use of the
a priori knowledge of the system. The self-organizing learning approach discussed in the later section may
help the exploratory statistical analysis. Nevertheless, this dilemma is far from being solved and worthy to
be studied.

The computing method of the neural network is a parallel one. While for the parallel scale, it is also
not the larger the better. In ref. T7], the authors use examples to illustrate that there exists a critical
bound of the parallel scale; if this critical scale is exceeded, the parallel computing may not achieve the
effect of the corresponding cascade computing. So theorctical studies on the scale and the structure of the
neural network are really vital.

To study the mechanism of biological neural networks is very helpful to the artificial networks. It not
only provides the copy of bionics, but also reveals the key factors, hard points, main parameters and the
guidelines for solving these problems. For example, the study of the Linsker network, the key problem of
the graph information processing in the brains of human beings, the approximation of mathematical ex-
pressions and the main parameters, etc, have greatly inspired the design of the artificial neural net-
work'* % More examples given in ref. [33] considered the recurrent networks like Hopfield’s, and
showed how they move among the attractors, what is the role of noise in controlling this motion and how
the noise helps uncover the relation strength between attractors. All these provide important information
for the simulation of the bionic neural network and application of the artificial neural network.

3 Evolutionary programming and genetic algorithm

Evolutionary programming and genetic algorithm are proposed by borrowing the evolution process of
the nature. Notice that through long time natural selection, amazing optimal level can be achieved. Peo-
ple naturally think to mimic this process to do the optimization. Holland first proposed genetic algo-
rithms'®! . Various practical examples have shown that there is an outstanding advantage in evolutionary
programming and geneltic algorithm good robustness .

Genetic algorithm is a group optimizing process. In order to achieve the maximal (or minimal) val-
ues of the object function, we start at a group of initial values instead of one initial value to do optimiza-
tion. This group of initial values is the mimic of a group of living bodies, and the optimizing process is
just like the process of reproduction, competition, inheritance and mutation. The main steps of the genet-
ic algorithm are:

(i ) Set the initial values.

(i ) Competition: in this step, several individuals from the initial group (the group of initial val-
ues) are selected to reproduce the next generation. For instance, to reflect eugenic principle, one may
determine the individual selecting probability according to the values (or its reciprocal) of the object
function.

( i ) Reproduction: consists of evolution, hybridization and mutation. It may simply change-the se-
lected individuals by the optimization steps as we discussed before, or take additional mutation or hy-
bridization algorithm to selected individuals. For the optimization problems of discrete variables (usually
they are in an ultra-high dimension space), a commonly used hybridization approach is to cut selected in-
dividuals (vectors) into two or several same dimensional parts respectively and 'interchange them so that
we can obtain new individuals, called offerings. In practice, for different practical problems, we may
choose other reproduction ways (i.e. competition, inheritance and hybridization) according to our under-
standing about the problems.

(iv) Use offerings instead of parents (two individuals of producing the offerings), repeat ( ii ) and
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(il ) to produce the next generation offerings successively till the maximal (or the minimal) value of the
object function among the whole group cannot be improved any more.

As a matter of fact, the above method does not guarantee the achievement of the global optimization.
It may still lead to local traps. However, since the object function with multi-variables is introduced in
the genetic algorithm, which is actually the maximum (or the minimum) value of the original object func-
tion of single argument at the components of the multi-variable, there is relatively small chance of being
trapped in the local extreme values (in fact, the set of points with minimal value of the new object func-
tion is enlarged) . And so the effect of optimization may be improved. Moreover, people suggested to in-
troduce competition between the offerings and their parents , which means not simply using offerings in-
stead of their parents but choosing the winner of the competition between them as the “parents” for the
next generation. In the genetic algorithm, mutation may be introduced such that the optimization program
may get away from the local optimum with a small probability. Locally, this evolution seems to make the
object function inferior, but it is this evolution that provides the possibility of escaping from local traps.
Moreover, one can control the probability of such mutations to be small, such that after many steps of
computing, it is eventually close to the optimum with a probability big enough. Thus, one can see that
the basic principle of this method is quite similar to the simulated annealing algorithm. The evolutionary
programming proposed by Fogol is similar in principle to the genetic algorithm, while the genetic algo-
rithm evolves with structure variables and it is a group optimization suitable for the parallel calculating.
Moreover, from the view point of mathematical structure of algorithms, cellular automata and lattice gas
automata, which are very popular in physical and mechanical communities are similar to various evolu-
tionary algorithms, and the appearing problems, the interesting special phenomena , the convergence be-
havior are also very similar. Although there have been some researches of convergence on the evolutionary
programming and the genetic algorithm, there are a number of open problems for study, for example,
what is the advantage brought by the group optimization, what is the principle of selecting the scale of the
group and the method of the hybridization and the mutation, how to characterize the merit and the effi-
ciency of these selections, and how to estimate the convergence probability and the convergence speed,
and so on. In the interacting particle systems, lots of behavior related to the stochastic processes similar
to the above systems have been obtained, which can be used for references. On the other hand, these
problems have many similar points to the simulated annealing approach. The evolutionary programming
and the genetic algorithm are Markov chains or Markov processes, and the mathematical tools, such as
the large deviation theory of Markov processes, the spectrum gap, the logarithm Sobolev inequality, etc.
are hopefully very helpful .

4 Self-organizing neural network and stochastic approximation

The self-organizing neural networks are essentially a kind of learning algorithm, which is a method to
determine the model completely by the samples given. Just as mentioned above, if the scale of a network
is fixed, then the supervised leaming of the neural network is nothing but a problem of parameter estima-
tion with complete or incomplete data. However, to determine the scale is not only extremely important,
but also a problem of greater difficulty. As for the dilemma mentioned above, powerful tools still lack.
The self-organizing network provides a tool for understanding and identifying the statistical distribution of
the data more or less, therefore providing us reference for selecting the scale of the network. In the late
1980s, Kohonen and Grossberg introduced the self-organizing learning networks or adaptive learning net-
works with competition mechanisms. These networks are used to find a group of representative points from
a large size of samples (these representative points are not necessary in the set of samples) . Each point
represents a part of samples located in its neighborhood . Hence when the gross of the representative points
is much smaller than the sample size, this group of representative points determined from the network may
be taken as the reference points for clustering or the pattern recognition and also may be used for the vec-
tor quantization, feature extraction and exploratory statistical analysis of the population represented by
samples.

The self-organizing topological mapping of Kohonen (KTM)"*? is considered as the networks with
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very strong functions, but it usually spends very long computing time. And the problem of determining the
scale of itself (the number of representative points) can be transferred to an algorithm of determining the
scale of network automatically under certain conditions to provide a rather good tool for the “vector quanti-
zation” in computer science. The advantage of KTM lies in its topological property, meaning that the
group of representative points obtained from the network keeps the original topological property of the sam-
ple points, i.e. the “closer” between the sample points the “closer” between their representative points.

The calculating steps of KTM are:

(i ) Choose randomly or deterministically a group of initial values, the size n of which depends on
the gross of the representative points: { X(1,0), X(2,0), =*, X(n,0)} (usually, each of X(i,0) is
a vector with the same dimension as each sample) .

(i ) Randomly (i.i.d.) or by a deterministic principle read samples to get Y(t).

(jii ) Update the representative point as follows:

X(i, t+1) = X(iyt) + ale) r(d(XCist), X(G,t))) (Y(e) - X(iy ),
where r( ) is a strictly monotonic positive function, a( ) is a convergence factor, d{( X, Y) stands for
the distance between X and Y; and
d(X(,t), Y(0)) < d(X(i,0), Y(&)) (¥i=1,2, " n).

(iv) Repeat steps ( il ) and (i ) till converging, and denote the final result by | X(i)t.

Here the strict monotone of r( ) ensures the result nearly possessing the “topological property”, i.
e. if i and j are relatively close, so do X(i) and X(j). Kohonen pointed out that if

2:“(’) =+ o, E,“Z(‘) <+ >,

then the algorithm converges. For the one-dimensional sample and the representative points arranged one-
(362

dimensionally, it is proven in mathematical rigorous'™- that the algorithm converges and the topological
property holds for KTM, but not for the case of high dimensional sample points or representative points
not arranged in one-dimension order. In the later case, in fact, the “topological property” cannot be
guaranteed strictly. And in this case, the nearly “topological property” of the Kohonen networks is only
illustrated by graphs without transparent exploitation and definition.

If the topological property of the representative points is abandoned, we may set the function r( ) to
be zero except at the origin. This principle means that “the winner gets all” and only one representative
point is updated each time. When the gross of the representative points is large, this method is far more
rapid than the standard KTM algorithm. For example, if the size of the representative points is 300, then
the algorithm of updating one representative point each time according to the principle that “the winner
gets all” is 300 times faster than the standard KTM algorithm. Furthermore, in order to have the topologi-
cal property, we have to adjust the number of all representative points. And then the time spent will be
far longer than that of only choosing the representative points. It is proven in ref. [37] that the configu-
ration (the set of representative points of vectors) in the algorithm that “the winner gets all” converges to
an approximate distribution of the sample points (usually not having the topological property); however,
the author did not give any estimate of the time of convergence there. While from the application point of
view, this estimate is even more important than the convergence.

In the self-organizing algorithm of Kohonen, the size of the representative points have to be deter-
mined a priori, but when a group of data with large size or of very high dimension is given, one cannot
know how many poinis are appropriate. On the contrary, if a group of appropriate representative points is
found, it will provide good basis for the global understanding of the data and for the processing of the ex-
ploratory analysis. Thus, we are facing naturally the problem of determining the size of the representative
points from data automatically. Grossburg et al.-**: ) proposed the adaptive resonance theory (abbrevi-
ate as ART), of which the idea is that when a new sample point is inputted into the leaning program-
ming, it affords information for updating only when the representative point of the previous instant is suffi-
ciently close to this sample point. This makes a self-adapting resonance state, from which the nomination
ART comes. This algorithm of the ART usually goes like follows: at the beginning, choose few or even no
points of the representative points for the input sample by a pre-designed method of measuring similarity
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and the threshold of “sufficiently closeness” according to the competition principle above, determine
whether a representative point needs updating, which is sufficiently close to the inputted point, and up-
date this representation point by it . If there is no old representative point sufficiently close to the newly
inputted sample point, then a new representative point is added by taking the value of that inputted sam-
ple point. The algorithm possesses very good robustness. In ref. [40], two kinds of similarity control
method , i.e. the e-neighborhood control method and the center control method were given, where a se-
ries of setting parameters € were also specified. It is a self-organizing method of selecting the representa-
tive points of the sample points for the pattemn recognition of many patterns (here it is not required to
choose only one representative point for one pattern) . The author of ref. [40] illustrated that the experi-
ment of the pattern recognition of handwnting digits obtained by using this algorithm is quite satisfactory
in selecting the representative points (vector quantization) , which gives very good correctness. Since the
scale of the networks and the control parameters are not pre-required, this algorithm may be employed as

a tool of exploratory statistical analysis *'!.

The idea of self-learning network is very similar to the neural network algorithm** “*) proposed by
8 Ty po:

E. Oja to get the principle components of a group of data or the eigenvalues and the eigenvectors of
stochastic matrices. It is also an adaptively iterative algorithm. The central idea of the adaptive algorithm
is to use the information obtained from the history of evolution to orient searching and computing. Its gen-
eral calculating scheme is
X(t +1) = f(x(e), Y(2), £(2)),

where X(t) stands for the state of the system at the time ¢, Y(t) is the sample and £(t) is the antifi-
cial noise added for the convergence of the searching process. The reason for the introduction of the artifi-
cial noise is that for the system with many extreme values, even the sample is inputted randomly, it is
still possibly trapped in a local extreme value and so an appropriate added artificial noise may enable the
system to achieve the expected global object!'s’ .

Referring to the proof of the convergence of the simulated annealing, in studying the convergence
and estimates of the convergent speed of the Kohonen algorithm, ART and its modified algorithm we may
meet the mathematical problems involving the large deviation theory, the estimation of the spectral gap of
the solutions of the stochastic iterative equations with discontinuous coefficients. These open problems are
also of mathematical interest and with difficulties.

For adaptive algorithm and its various possibilities of applications, ref. [44] gives a comprehensive
illustration for the historical situation before 1990. In this book, some rigorous discussions are given for
the algorithms. Ref. [45] studies systematically the stochastic approximation from the angle of system
identification, filtering and the estimation of the system parameters.

5 Hidden Markov models

The abstract mathematical theory and conceptions are not only vitally valuable for inspiring the estab-
lishment of the model, but also providing a suitable language of expression. In modeling problems, the
randomness plays an important role. The hidden Markov model is a widely applied mathematical model
with rich contents, including the non-linear filtering model. Tt is a kind of statistical model with incom-
plete data. And thus it is very flexible and adaptable for applications. On the other hand, it makes us
possible to use conveniently the given knowledge of structures and properties about the objects studied.

A hidden Markov chain refers to a collection of an unobservable Markov chain (called the state pro-
cess) and an associated observable process (called the measuring process). When multi-dimensional
“time” (multi-indices) problems are considered, hidden Markov fields will be taken instead of hidden
Markov chains!*’. Sometimes, the cases of indexing on graphs or indexing on trees are considered, and
the Markov chain may become a Markov model on graphs or trees. All of them are called Markov models
abbreviated by HMM. The most simple case happens when the time parameter n € {0, 1, 2, -+, M},
and the measuring process is a given function of the state with an added i.i.d. perturbing noise. Then
the relation between the measuring process { 0,: n =01} and the state process (Markov chain) {S,: n>
0! is satisfied by the following conditional probabilities:
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P(O,= v, !Sy = su» St = survts Sy = 545 So = so3 Oy = vays o, Op = vp)
= P(O, = v, IS8, = s,) A b’n"n‘ (5.1)
If both the state process and the measuring process take values in a finite set {1, 2, -+, N}, then a

hidden Markov model is determined by the distribution of the initial random variable Sg(the initial distri-
bution g of the Markov chain) , the transition matrix P = (p, ); ;< v (transition function) of the Markov
chain (or the Markov model) {S,} and the matrix B = (b,), n, ;< u corresponding to the distribution of
the measuring process under the condition of giving the state of the Markov chain (or the Markov model)
at some “time” instant. Thus, the statistical distribution of an hidden Markov chain is completely de-
scribed by the triple {7y, P, B).

There are many different varieties of the hidden Markov models, e.g. the measuring process may be
continuous , the conditional distribution in (5.1) may be normal or mixed nomal, the state process may
even also be continuous. Besides, the hidden Markov model may be a Markov field with both state pro-
cess and measuiing process being random fields of multi-parameters. Moreover, the noise appearing in the
measuring process may be not independent of the state process, for example, assumption (5.1) may be
changed into the following equality;

P(O, = v, ISy = sus> Su_1 = Su_rs "y Sy = sy Sg = 803 Oy = vays ** O = vgp)
= P(O, = 4,18, = 5,y Suv1 = 5a01) A bsn,m(v,,). (5.2)

The reason for the hidden Markov models being widely adopted comes from the fact that these models
well reflect both randomness and the implicated structures of the objects, which makes us convenient to
use the heuristic a priori understanding about the objects.

The central role played by the hidden Markov models in the speech recognition is well known!*7 ]
In the speech recognition, the first step is to establish a corresponding such that one voice or sound (or
one word, or one sentence, ***) corresponds to one hidden Markov chain, where the state space of the
hidden Markov chain takes the set of all possible phonemes (or the refinements, or their combinations)
included in this sound. For a sample of the measuring chain of a sound, the corresponding sequence of
states successively appearing (including the state “empty”) is the corresponding trajectory of the Markov
chain of this HMM for this sound. For example, the sound of the Chinese word “Gao” may have a trajec-
tory consisting of successive states (phonemes) like

‘geg(ge) (ge) (ga) (ga)(ga)asa(au)(au)uuu’, (% %)
where one letter stands for the Chinese “Pin Ying” (the Latinized phoneme of Chinese sound), the two
letters in the parenthesis stand for the transfer from one to another. The corresponding trajectory of the
measuring process is the amplitude of the acoustic signal of each ‘letter’ . The sequence in ( * * ) is ex-
actly what we want to know, while it is unobservable. In order to establish the above corresponding rela-
tion, we need to “learn” from a group of observation samples of this sound (a number of acoustic signals
of various pronunciation of the Chinese word “Gao”), that is, to do the parameter estimation for (g,
P, B.) without the information of states of the corresponding Markov chain (the state process), or say
as statisticians, to do the parameter estimation by using the incomplete data, which is the learning phase.

Afier leaming and obtaining the parameters of the hidden Markov model of each sound, one may do
the recognition, the idea of which is to find the hidden Markov mode! (the triple (7o, P, B.) corre-
sponding to a sound), by which the sample of the measuring chain {the acoustic signal of a sound) ap-
pears with the greatest probability. Then the result of the recognition is just the sound corrésponding to
that model found.

Recently, the hidden Markov field model has been applied to the recognition of the off-line hand-
writing Chinese characters and a satisfactory high recognition rate has been achieved, indicating the appli-
cation potential of the HMM!

The above two problems have two common features: they both have an implicate basic structure and
some randomness. For instance, the basic stroke and their relative link for a Chinese character are deter-
ministic but the length of a stroke, the spacing and the slope are various from time to time and person to.
person. Similarly, a sound has its own basic structure, but the pronunciation of this sound changes ran-
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domly with the shape of the mouth, the location in the oral cavity, the strength and the length of pro-
nouncing, eic. Even the pronunciations of the same sound by the same person are different from time to
time. It is quite satisfactory to describe this randomness with nice structure by the hidden Markov model .

In genetics, the inheritance of the attribute is directed by the gene information included in the chro-
mosomes of the cell nucleus. Gene consists of the sequence of DNA bases. If gene is considered as the
fragments of a book, the clones of DNA sequence are the sentences, sections and chapters. There are
four DNA bases: A, T, G, C, which appear just like the letters in sentences. A DNA sequence is then
exactly a sequence of letters A, T, G, C. The gene of the human being consists of 23 chromosomes
(DNA sequences) with the total amount of about three billions bases. While the minimal DNA sequence
of the living things (e.g. the gene of the virus) has about one million bases. To read out the DNA se-
quences of the bases has extremely significance for genetic engineering, heredity disease, cancer diagnose
and therapeutic. However, so far, devices for fast reading DNA bases can only dedl with the sequence of
several hundred to a thousand bases. The method of fast breaking the sequence is random. The location
of the breaking point and the number of fragments cannot be controlled and the fragments obtained after
breaking are mixed up with the order of arrangement not being able to be distinguished. Moreover, three
kinds of errors may appear: misreading, missing reading and adding fake bases. The rough idea of solu-
tions goes like the following: simultaneously breaking several copies of the same DNA sequence of bases
in a random way and reading out the broke fragments, by using the fact that two of the breaking points are
different with the probability one, we can connect the fragments to reach the global order by cross-valida-
tion of different fragments. Churchill is the first one who proposed to use the hidden Markov model to
solve this assembling problem. The basic idea is to express the fragments broken up from a long DNA se-
quence by a ‘random gun’ as a Markov chain with five states: B (beginning), R (right reading), W
(wrong reading) , 1 or D (missing or extra insert), and £ (end), and to take the readout fragments from
the sequence of bases as the observation chain (samples of measuring process) corresponding to this
Markov chain. In this way, the problem is put into the frame of the HMMOSH

In applying the HMM, the first thing is to construct the model, namely to set up the state set and its
size N and to determine the corresponding observation process. In order to get those simple connection
between the observation chain (or field) and the Markov chain (or field) as in (5.1) or (5.2), we often
have to manipulate properly the state space of the observation chain coming from the real world. For ex-
ample, in practice, an off-line handwriting Chinese character is a picture in black and white pixels (a
matrix with entries 1 and O only), and the dependence of the pixels ( real observations) on strokes (the
states of the hidden Markov field) does not meet the demand of (5.1) or (5.2). We have to do some
processing, i.e, the so-called “feature extracting”, to simplify the relation between the measuring chain
and the hidden Markov chain such that (5.1) and (5.2) hold.

There are two phases in HMM with fixed size: leaming phase and running phase. The learning
phase is to find (or say “estimating”) parameters (7, P, B) of HMM from a given set of samples of
the measuring chain (the observation process), to determine the model completely, while the running
phase is for a given sample of the measuring chain to estimate the sample path of the hidden Markov pro-
cess corresponding to this given sample path or to find the best HMM fit for this sample from the set of
models corresponding to various patterns obtained from the learning phase. In the speech analysis and in
the handwriting Chinese character recognition the final answer wanted is the best model, which represents
a particular sound or character, for a given sample of speech or handwriting character. This is a process
of identification. Usually we determine the best model by Bayes inference, where the best model means
the one under which the sample of observation happens with the biggest probability, while the assembling
of DNA sequences is different, which wants to know how the bases are arranged, i.e. the state of the
sample of the hidden Markov chain corresponding to the given set of observations (fragments) instead of
the ‘best model’ .

In the learning phase, as we discussed above, it is a problem of parameter estimation for incomplete
data. And one can do estimation in the light of EM algorithm; namely, ( | ) setting a set of initial pa-
rameters; ( ji ) estimating the corresponding sample path of the hidden Markov chain by Bayes inference;
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(il ) using the chain obtained from ( ii ), comparing it with the given observation samples to estimate the
parameters by the maximum likelihood estimation; (V) repeating steps (i ) and (il ) alternatively till
converging. Also, one may set an initial sample path of the hidden Markov chain (model), and alterna-
tively repeat steps ( ii ) and (i ) till converging. This is often used in the speech analysis and the hand-
writing Chinese character recognition, since in these case, usually a voice or a character is corresponding
to a hidden Markov model (7, P, B). A standard sample of this character (voice) would be a nice
initial .

1t is worth pointing out that the key step to get a practically workable computing design is to tumn the
alternative procedure above into an iterative calculation formula. Otherwise, the EM algorithm itself is a
NP hard problem. Besides, in practice, the dimension of the parameter space is so large that the calcula-
tion will be impossible to fulfill in a usual EM procedure. Therefore, the idea of Gibbs field to
change only one component of the state or one parameter at each time, can be applied, and the Markov
chain Monte Carlo is also applicable.

Even though the hidden Markov model has been used in various fields, but a number of theoretical
problems remain to be solved, which are important for the efficient application of this model. Theoretical

results on the statistical learning consistency have been achieved-32! . Moreover, it is important to know if
the states of the hidden Markov model are reasonably selected, if they contain necessary information on
the problems in consideration, and if the observation process implies enough information for understanding
of the whole model. Thus, to tell generally (not only for a specific problem) how we can answer these
questions based on the information in hand (such as samples we have) is a sensible and important statisti-
cal and mathematical problem. As is mentioned above, a simple recursive formula using a priori known
knowledge is the key to fulfill HMM.

For the data processing problems in stochastic control and filtering, the algorithm and iterative for-
mula are discussed in detail mathematically and rigorously in ref. [53]. The Girsanov formula for differ-
ence equations with discrete state space is introduced as a basic tool there.

6 Two concessive strategies

It is natural for people to ask how the computational intelligence methods can solve those complex
problems with very large size in a practically reasonable time , while the problems are really of NP hard
complexity. In fact, the algorithm implies two concessive strategies. Noticing the randomness in the algo-
rithm, people easily see that the results of such a calculation are random. Here, that the result can be
reached in a certain time period ought to be understood in the sense that one can get the results by this
kind of calculation within a certain period with a probability big (close to 1) enough. This means that the
success of the calculation can only happen with a probability big enough, while we must take a risk of
failure with a small probability when using this kind of algorithm. In other words, we trade the failure
with a small probability for the fast success in most cases. This is just a concession. And in terms of
mathematics, the convergence is in fact “converging in probability” .

In recent years, in the field of artificial intelligence, there is another popular concession!™-, i.e.
take the good enough solution as the aim of the optimization instead of the best solution. In many cases,
the difference between the best solution and some good enough solutions may be even smaller than the cost
for improving the best solution from good enough solutions. Then it will be nonsense if one insists on get-
ting the best solution. That is the so-called €-optimization solution. It is possible to change the NP-hard
complex problems into P-hard complex problems by finding e -optimization solutions instead of the best so-
lutions. These two concessions reflect the strategies of the intelligence of human beings. As a matter of
fact, such strategies are frequently used in everyday life. For instance, it is not avoidable to meet various
traffic accidents in modem cities, but people do not stop going out. We just try to use some regulations to
limit the probability of being injured by accidents as small as possible.

In many methods of computational intelligence, no matter being aware or unaware, people are often
using these two concessive strategies. As a matter of fact, when various computational intelligence meth-
ods are used to solve P-hard problems, it does not mean that problems can always be solved in the poly-
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nomial time of the size, but the probability of calculation time of bigger than the polynomial function of
the size tends to O as the size goes to infinity. This is true for the case where the mean time of the calcu-
lation in various situations is the polynomial function of the size of the problem.

Acknowledgement Project supported by the “863” Project of High Technology and the National Natural Science Foundation of Chi-
na (Grant No. 19571045) .
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