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   Abstract—Active disturbance-rejection methods are effective in
estimating  and  rejecting  disturbances  in  both  transient  and
steady-state responses. This paper presents a deep observation on
and a comparison between two of those methods: the generalized
extended-state observer (GESO) and the equivalent input distur-
bance  (EID)  from  assumptions,  system  configurations,  stability
conditions, system design, disturbance-rejection performance, and
extensibility. A time-domain index is introduced to assess the dis-
turbance-rejection performance. A detailed observation of distur-
bance-suppression mechanisms reveals the superiority of the EID
approach  over  the  GESO  method.  A  comparison  between  these
two  methods  shows  that  assumptions  on  disturbances  are  more
practical  and  the  adjustment  of  disturbance-rejection  perfor-
mance is easier for the EID approach than for the GESO method.
    Index Terms—Active disturbance-rejection control (ADRC), distur-

bance observer (DOB), equivalent input disturbance (EID), extended-
state observer (ESO), generalized extended-state observer (GESO).
  

I.  Introduction

IMPROVING  accuracy,  reducing  costs,  and  fastering  resp-
onse  speed  are  essential  in  advanced  motion  control  [1].

Disturbances,  nonlinearities,  and  uncertainties  in  a  mecha-
tronic  system  hinder  addressing  those  challenges.  Note  that,
under  a  suitable  control  system  setting,  a  disturbance-rejec-
tion method takes nonlinearities and uncertainties as a distur-
bance,  and  estimates  and  compensates  for  them.  The  perfor-
mance of disturbance rejection is an important figure of merit
for a motion-control system.

A  significant  number  of  studies  have  been  devoted  to
exploring  possible  methodologies  of  disturbance  rejection.
The approaches  can be  divided into  two categories:  one sup-
presses  the  sensitivity  function  of  a  system  that  results  in  a
prescribed  disturbance-attenuation  level,  and  the  other  activ-
ely estimates and compensates for a disturbance. Since the lat-
ter has a potential for satisfactory disturbance rejection in both
transient  and  steady-state  responses,  it  has  thrown  new  light
on the subject.

Active  disturbance-rejection  control  (ADRC)  [2]–[4]  is  a
widely  used  method  that  directly  estimates  and  compensates
for a disturbance. The extended-state-observer (ESO) method
was devised for the ADRC to produce a compensation term in
a  simple,  effective  way  [2].  The  generalized  ESO  (GESO)
method  was  proposed  to  extend  the  ADRC to  handle  a  wide
class of plants [5],  [6].  These methods have been extensively
analyzed (for example, [7]–[9]) and widely applied in control
engineering (for example, [10]–[12]).

The disturbance observer (DOB) [13], [14] is another com-
mon method to actively reject disturbances. The DOB method
directly creates a disturbance estimate on a control input chan-
nel to ease disturbance compensation. However, it requires an
inverse model of a plant. This narrows the range of its applica-
tions.  The  equivalent-input-disturbance  (EID)  approach  was
then  devised  to  eliminate  this  constraint  [15].  It  integrates  a
control  input  and  the  information  about  a  state  observer  of  a
plant to produce an estimate of a disturbance.
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The  methods  of  actively  estimating  and  rejecting  distur-
bances  use  estimation  techniques.  Some  articles  focused  on
this  point  and  presented  a  systematic  view  of  these  methods
(for example, [1] and [16]).

While  both  the  GESO  and  EID  methods  are  active  distur-
bance-rejection methods, there are differences in philosophies,
applicable  conditions,  and  control-system  design.  This  study
carried out a deep observation of the GESO and EID methods
to elucidate why the methods can reject disturbances and what
differences are between them.

v(t) ∈ Rm ∥v(t)∥2 =
√

vT (t)v(t)
∥v∥∞ = supt≥0{|v1(t)|, |v2(t)|, . . . , |vm(t)|} V(s)

v(t) G(s) ∥G∥∞ = sup0 ≤ ω ≤∞
σmax[G( jω)] σmax(G)

H∞

In  this  paper,  for  a  signal , ,
, and  is the Laplace

transform  of .  For  a  system , 
 and  is  the  maximum  singular  value  of

G. The  norm of a system indicates the worst-case effect of
the input on the output.  

II.  Performance Assessment for Disturbance-
Rejection Methods

The  technology  of  control-performance  assessment  is
important  to  evaluate  the  effectiveness  of  a  control  system.
The Bode plots of a transfer function from a disturbance to a
disturbance-estimation  error  [6]  or  a  transfer  function  from a
disturbance  to  an  output  [17],  the  ratio  of  a  transfer  function
from an input to an output and that from a disturbance to the
output [18], the phase margin and the crossover frequency of a
closed-loop system [19], and other measures were proposed to
evaluate  active-disturbance-rejection  performance  in  the  fre-
quency domain [20], [21].

On the other hand, a linear-quadratic Gaussian benchmark is
a  time-domain index [22]  that  is  widely  used for  disturbance
rejection
 

JLQG =
w T f

Ts

{
yT (t)y(t)+γLQGuT (t)u(t)

}
dt (1)

y(t) u(t)
γLQG (> 0) Ts T f

where  is an output caused by a disturbance;  is a con-
trol input;  is a constant; and  and  are the start
and finish times of the evaluation, respectively.

Compared  to  reference  tracking,  disturbance  rejection  has
its own peculiarities. Incorporating a disturbance estimate may
cause large peaks in a control input and the state of a system
during a transient response, which is called a peaking pheno-
menon [23].  This  phenomenon degrades control  performance
and should be mitigated appropriately. Thus, the evaluation of
a  peaking  phenomenon  is  also  important  for  active  distur-
bance rejection and a time-domain index
 

Jpeak = ∥y∥2∞+γpeak∥u∥2∞ (2)
γpeak (> 0)can be used for this purpose, where  is a constant.

This study combined (1) and (2) to construct the following
index:
 

J = JLQG+λJpeak (3)

λ (> 0)
and  used  it  to  assess  disturbance-rejection  performance.

 in (3) is a constant.  

III.  An Illustrative Example

First, a numerical example illustrates these methods to pro-
vide an intuitive understanding of them.

Consider a plant
 

ẋ1(t) = x2(t)+d(t)

ẋ2(t) = −x1(t)− x2(t)+u(t)

y(t) = x1(t)

(4)

x(t) = [x1(t), x2(t)]T u(t)
y(t) d(t)

where  is  the  state,  is  the  control
input,  is the output, and  is an exogenous disturbance.  

A.  Active Disturbance-Rejection Control Methods
The  ESO  and  GESO  are  the  two  main  methods  used  in

ADRC. As explained in [3], the ESO method takes
 

xa1(t) = y(t) (5)
and considers Plant (4) to be
 

ẋa1(t) = xa2(t)

ẋa2(t) = u(t)+da(t)

ẋa3(t) = ḋa(t)
y(t) = xa1(t)

(6)

where
 

da(t) = −xa1(t)− xa2(t)+ [d(t)+ ḋ(t)] (7)

d(t)
xa1(t) xa2(t) xa3(t)

ḋa(t)

is a lumped disturbance on the control-input channel that has
the  same  effect  on  the  output  as  the  combination  of ,

,  and  do.  is an extended state that describes
the  lumped  disturbance.  Since  is  unknown,  it  is  simply
ignored [2], [24] by letting
 

ḋa(t) = 0. (8)
An ESO

 

˙̂xa1(t) = x̂a2(t)+ l1[y(t)− ŷa(t)]
˙̂xa2(t) = u(t)+ l2[y(t)− ŷa(t)]
˙̂xa3(t) = l3[y(t)− ŷa(t)]

ŷa(t) = x̂a1(t)

d̂a(t) = x̂a3(t)

(9)

d̂a(t)produces an estimate of the disturbance, .

d(t)
On the  other  hand,  a  GESO [5],  [10]  exactly  estimates  the

disturbance, 
 

˙̂xg1(t) = x̂g2(t)+ x̂g3(t)+ l1[y(t)− ŷg(t)]
˙̂xg2(t) = −x̂g1(t)− x̂g2(t)+u(t)+l2[y(t)− ŷg(t)]
˙̂xg3(t) = l3[y(t)− ŷg(t)]
ŷg(t) = x̂g1(t)

d̂g(t) = x̂g3(t)

(10)

d̂g(t) d(t)where  is an estimate of  in (4).
  

B.  Equivalent-Input-Disturbance Approach

de(t)

Since only the control input in a control system can be used
to  deal  with  disturbances,  the  EID  approach  defines  an  EID,

,  on  the  control  input  channel  that  produces  the  same
effect  on  the  output  as  disturbances  do  [15],  [25],  and  inter-
prets Plant (4) as 
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
ẋe1(t) = xe2(t)

ẋe2(t) = −xe1(t)− xe2(t)+u(t)+de(t)

y(t) = xe1(t).

(11)

A state observer
 

˙̂xe1(t) = x̂e2(t)+ l1[y(t)− ŷ(t)]
˙̂xe2(t) = −x̂e1(t)− x̂e2(t)+u f (t)+ l2[y(t)− ŷ(t)]

ŷe(t) = x̂e1(t)

(12)

produces an EID estimate of the disturbance [15]
 

d̂e(t) = l2[y(t)− ŷe(t)]+u f (t)−u(t). (13)
F(s)A  low-pass  filter  selects  a  frequency  band  for  distur-

bance estimation
 

D̃e(s) = F(s)D̂e(s). (14)
If a first-order filter

 

F(s) =
1

T s+1
(15)

is used, then the resulting EID estimate is
 

˙̃de(t) =
l2
T

[y(t)− ŷe(t)] (16)

x̂a3(t)which has the same form as  in (9) does.

(n− r)

Note that the ESO method uses the minimum information of
a  plant  (only  the  relative  degree  of  a  plant  from  the  control
input to the output is required) to carry out disturbance rejec-
tion.  The configuration of a control  system is the simplest.  It
is easy to apply the method to many actual systems. However,
it  requires  that  the  zeros  of  a  linear  plant  are  all  in  the  open
left half-plane or that the zero dynamics of a nonlinear plant is
stable.  Moreover,  since  the  difference  between  the  dynamics
of a plant and a series of integrators is lumped into the distur-
bance, extra control effort is needed to compensate for it. Let
the order of the plant be n and the relative degree from the dis-
turbance  to  the  output  be r.  It  also  requires  that  the  distur-
bance is -times differentiable. The GESO method takes
the structure of a plant into consideration and yields a distur-
bance estimate in (10) that is tighter than that given in (7).

A  comparison  between  the  mechanisms  of  the  GESO  and
the EID methods for disturbance estimation shows that, while
the GESO uses an extended state to skillfully produce a distur-
bance estimate, the EID tries to elegantly combine the state of
an  observer,  a  control  input,  and  an  output  to  derive  an  esti-
mate of the EID.

Considering that  the GESO and EID are the improvements
of the ESO and DOB, respectively, we mainly compare these
two methods in the rest of this paper to clarify the difference
between these two types of methods.

Although both the GESO and EID methods make use of the
dynamics of a plant by taking the structure of a plant into con-
sideration  and  have  a  similar  system  structure,  there  are  big
differences between them. A comparison was carried out from
the  assumptions,  stability,  system  design,  control  perfor-

mance, and extensibility of these two methods in this study.
Remark  1: Even  though  all  active-disturbance-rejection

methods produce a compensation amount for disturbances on
a control input channel, the thoughts are quite different. While
the ESO and GESO try to produce the exact total disturbance,
the DOB and EID methods focus on the effect of disturbances
on  the  output.  Since  the  purpose  of  control  is  to  stabilize  an
output or ensure that an output tracks an input, the latter has a
high affinity for control.  

IV.  Problem Formulation and Basic Characteristics
of GESO and EID

Consider a plant
  ẋ(t) = Ax(t)+Bu(t)+Bdd(t)

y(t) =Cx(t)
(17)

x(t) ∈ Rn d(t) ∈ Rnd u(t) ∈ Rm y(t) ∈ Rp

rank {B Bd} =
rank {B}

where , , , and . Note that
a disturbance is called a matched disturbance if 

; otherwise, it is called a mismatched one.
The following assumption is made about the plant.

(A,B,C)Assumption 1: The system with  is controllable and
observable.

(A,B,C)

(A,B,C)

Remark 2: In the literature on disturbance rejection, the sys-
tem with  is usually assumed to satisfy Assumption 1.
A plant needs to be observable for the GESO method because
the  method  tries  to  estimate  disturbances  themselves.  How-
ever, the EID approach does not require such a strong assump-
tion  because  it  focuses  on  the  input-output  relationship  of  a
plant. Assumption 1 can be relaxed to one that the system with

 is stabilizable and detectable. In fact, a system can be
divided  into  four  subsystems:  controllable  and  observable,
controllable but not observable, uncontrollable but observable,
and  neither  controllable  nor  observable.  Since  both  the  con-
trollable  but  not  observable  and  neither  controllable  nor
observable subsystems do not contribute to the system output,
we just need them to be stable. The uncontrollable but observ-
able subsystem can be taken to be a disturbance on the output
of the controllable and observable subsystem. It is required to
be  stable  to  guarantee  the  stability  of  the  subsystem.  As  a
result,  only  the  controllable  and  observable  subsystem  needs
to be considered in the EID approach.

Note that only the control input can be used to reject distur-
bance.  The  problem considered  in  this  study  is  stated  as  fol-
lows: Produce a disturbance estimate for Plant (17) and use it
to compensate for the disturbance.

The plant is first described as
 

ẋg(t) = Agxg(t)+Bgu(t)+Eḋ(t)
y(t) =Cgxg(t)
xn+1(t) = d(t)

(18)

for the design of a GESO-based control system (Fig. 1), where
  xg(t)=

 x(t)
xn+1(t)

 , Ag=

A Bd

0 0

 , Bg=

B0
 , E=

01


Cg =
[
C 0

]
.

(19)

Then, a GESO is built as 
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
˙̂xg(t) = Ag x̂g(t)+Bgu(t)+Lg[y(t)− ŷg(t)]
ŷg(t) =Cg x̂g(t)

d̂g(t) = x̂g(n+1)(t)

(20)

where
 

x̂g(t) =
[

x̂gp(t)
x̂g(n+1)(t)

]
, Lg =

[ L
Ln+1

]
(21)

x̂g(t)
d̂g(t)

in which  is the state of a GESO for disturbance estima-
tion. An estimate of the disturbance, , is incorporated into
a state-feedback control law
 

u(t) = u f (t)−ud(t)
u f (t) = KP x̂gp(t)
ud(t) = Kd x̂g(n+1)(t)

(22)

KP Kdwhere  is  a  state-feedback  gain  and  is  a  disturbance-
compensation gain that is chosen to be
 

Kd =
[
C(A+BKP)−1B

]−1
C(A+BKP)−1Bd (23)

to match the direct-current (DC) gain.
The following assumptions are made for the GESO method

[5], [10].
d(t)Assumption 2:  is  bounded and a constant in the steady

state, that is,
∥d(t)∥2 <∞i) ;
lim
t→∞

d(t) = constantii) .
Assumption  3: The  numbers  of  the  inputs  and  outputs  are

the same and
 

rank
{
C(A+BKP)−1B

}
= rank

{
C(A+BKP)−1[B,−Bd]

}
(24)

holds.
On the other hand, the EID approach first shows an equiva-

lent expression of Plant (17)
  ẋe(t) = Axe(t)+Bu(t)+Bde(t)

y(t) =Cxe(t).
(25)

Then, the combination of a state observer 

 ˙̂xe(t) = Ax̂e(t)+Bu f (t)+L[y(t)− ŷe(t)]
ŷe(t) =Cx̂e(t)

(26)

and the control input yields an EID estimate
 

d̂e(t) = B+L[y(t)− ŷe(t)]+u f (t)−u(t) (27)
where
 

B+ =
(
BT B
)−1

BT (28)

F(s)
is the pseudo-inverse matrix of B. Filtering the estimate using
a low-pass filter  yields the final estimate
 

D̃e(s) = F(s)D̂e(s). (29)
Combining the EID estimate in a state-feedback control law

 

u(t) = u f (t)− d̃e(t), u f (t) = KP x̂e(t) (30)
gives the EID-based control-system configuration (Fig. 2).
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Fig. 2.     EID-based control system.
 

The following assumption is made for the EID approach.
d(t)Assumption  4: The  output  due  to  the  disturbance, ,

belongs to a set
 

Φ = {pi(t) sin(ωit+ϕi)} , i = 0,1, . . . ,q (31)
ωi (≥ 0) ϕi pi(t)where  and  are  constants,  is  a  polynomial  in

time t, and q is a positive integer.
An  actual  control  system  easily  satisfies  Assumption  4.  In

fact, if an output produced by a disturbance belongs to Φ, then
the  learning-control  method  can  be  used  to  generate  a  corre-
sponding  control  input  in  Φ.  Thus,  a  feasible  EID  always
exists.  This  strategy  has  widely  been  used  to  produce  a  con-
trol input for robot training [26].

A  comparison  between  the  GESO  and  the  EID  methods
reveals the follows.

Bd

Bd

Assumptions  on  Disturbances: The  GESO requires  that 
is  known [see  (23)],  that  is,  a  disturbance  needs  to  be  speci-
fied, but the EID does not need this information. Disturbances
come from different sources. It may be difficult to find  in
some systems. While the GESO tries to precisely estimate the
disturbance itself,  the EID produces an EID estimate that has
the  same  effect  on  the  output  as  the  disturbance  does.  The
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Fig. 1.     GESO-based control system.
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GESO requires that disturbances satisfy Assumption 2. How-
ever, ii) in the assumption is difficult to be satisfied except for
a  step  signal.  For  example,  a  sinusoidal  disturbance  is  not  a
constant as t tends to infinity. Thus, this condition is strict for
control practice. On the other hand, since a physical plant usu-
ally has a low-pass characteristic, high-frequency components
in  a  disturbance  give  little  influence  on  the  output.  Assump-
tion 4 is usually satisfied. This lowers the barrier between the
theory and its application.

It is also clear from (20) that the GESO cannot directly han-
dle an output disturbance, while the EID does.

Kd

Applicable  Plant: While  the  EID  can  be  applied  to  a  non-
square plant (the numbers of the inputs and outputs are not the
same),  Assumption  3,  which  ensures  the  existence  of ,
restricts the GESO to a square plant (the numbers of the inputs
and outputs are the same). Many actual plants are non-square
ones, for example, a building usually has more outputs than its
control  inputs.  To  solve  this  problem,  the  GESO  needs  to
redefine outputs for a non-square plant to build a new square
one [5].  

V.  Stability Analysis and System Design

The  basic  construction  of  GESO-  and  EID-based  control
systems is the combination of a state observer and a feedback-
control  system.  The  observer  and  the  feedback-control  law
can  be  designed  separately  if  stability  is  the  only  concern.
Thus,  Separation  Theorem  is  used  to  derive  stability  condi-
tions for both GESO- and EID-based control systems.

First, an error system is derived from (18) and (20)
 

∆ẋg(t) = AgL∆xg(t)−Eḋ(t)

∆xg(t) = x̂g(t)− xg(t) =
x̂gp(t)− x(t)

d̂g(t)−d(t)

 = ∆xgp(t)
∆dg(t)


AgL = Ag−LgCg

(32)

to analyze the stability of the GESO-based control system.
Combining (17), (22), and (32) yields

 [
ẋ(t)
∆ẋg(t)

]
=

[
A+BKP BK̄

0 AgL

] [
x(t)
∆xg(t)

]
+

[
0 B̄d

−E 0

] [
ḋ(t)
d(t)

]
(33)

where
 

K̄ = [KP −Kd] , B̄d = Bd −BKd. (34)
The  following  lemma  presents  stability  conditions  for  the

GESO-based control system.
Lemma  1  ([5]): The  GESO-based  control  system  is  boun-

ded-input bounded-output (BIBO) stable if
d(t) ḋ(t)i) Both  and  are bounded;

KP
(A+BKP)

ii) The state-feedback gain, , in (22) is selected such that
 is Hurwitz;

Lg AgLiii)  The observer gain, ,  in (21) is selected such that 
in (32) is Hurwitz.

The  following  lemma  presents  conditions  for  disturbance
rejection for the GESO method.

Lemma 2  (Theorem 6.2  in  [10]): The  control  law (22)  rej-
ects the disturbance in (17) on the output in the steady state if

i) The system is stable (that is, Lemma 1 holds);

C(A+BKP)−1Bii)  in (23) is invertible; and
iii) Assumptions 2 and 3 hold.

(A+BKP) AgL
AgL

To  design  a  GESO-based  control  system,  not  only
 and  in (33) are required to be Hurwitz, but also

the eigenvalues of  are needed to be selected to ensure that
the  convergent  speed  of  the  GESO  is  faster  than  that  of  the
closed-loop system.

AgL
ωg

Choosing all the poles of the GESO to be the same is a sim-
ple design strategy for  [7]. For example, if the bandwidth
for state estimation is chosen to be , then the characteristic
polynomial of the observer is
 

|sI −AgL| = (s+ωg)n+1. (35)

d(t) = 0
On the other hand, the stability of the EID control system is

analyzed for .
Letting

 

∆xe(t) = x̂e(t)− x(t) (36)
and combining (17) and (26) give
 

∆ẋe(t) = (A−LC)∆xe(t)+B[u f (t)−u(t)]. (37)

d̃e(t) d̂e(t)

Redrawing Fig. 2 using the relationships of (17), (27), (29),
and  (30)  yields Fig. 3,  in  which  the  transfer  function  from

 to  is
 

G(s) = I−B+LC[sI− (A−LC)]−1B

=B+(sI−A)[sI − (A−LC)]−1B. (38)

 

B

A

CC
x−

B

A

G(s)

 

 

u

d

KP

d
F(s)

x
.

s  I−1

s  I−1 C− L

y

B+
∆xe∆x

.
e

e e

G (s)
P

+

+
+

+
+

+ +

+

+
+

 
Fig. 3.     Derivation of stability conditions for EID-based control system.
 

Observation  of Fig. 3 yields  the  following  stability  condi-
tions for the EID-based control system.

Lemma 3 ([15]): The EID-based control system is stable if
the following conditions hold:

KP
(A+BKP)

i) The state-feedback gain, , in (30) is selected such that
 is Hurwitz;

(A−LC)
ii)  The  observer  gain, L,  in  (26)  is  selected  such  that

 is Hurwitz;
iii)

 

∥GF∥∞ < 1 (39)
F(s)where  is the low-pass filter used in (29).

A comparison between Lemmas 1 and 3 shows that, while i)
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H∞

in Lemma 3 is exactly ii) in Lemma 1, ii) and iii) in Lemma 3
correspond  to  iii)  in  Lemma  1.  Since  iii)  in  Lemma  3  is
derived from the small-gain theorem, it might be conservative.
Bringing a scaling factor for the  problem in (39) reduces
the conservativeness of the condition [27].

AgL

(A−LC,B,C)
Note that using (35) to design  for the GESO may result

in  an  unstable  state  observer ,  that  is,  the  inter-
nal  stability  of  the  system is  not  guaranteed.  This  may cause
input saturation [28].

(A,B,C)If  a  plant  with  is  a  minimum-phase  one,  then  the
concept of perfect regulation ensures that
 

lim
ρ→∞

[sI− (A−L(ρ)C)]−1B = 0 (40)

L(ρ)holds for a parameterized gain of the state observer  [15].

H∞

Equation (40) provides a way to find an observer gain that
satisfies Condition iii)  in Lemma 3.  On the other hand, since
(40)  does  not  hold  for  a  nonminimum-phase  plant,  a  linear-
matrix-inequality-based method, which combines the reduced-
order  control  and the cone complementarity  linearization
method, was presented in [29] instead.

A comparison of system design between the GESO and EID
methods reveals the following.

Stability and System Design: The design method (35) for a
GESO-based control system is simple and easy to use. Thus, it
is  widely  used  in  control  engineering  practice.  On  the  other
hand,  a  multiple  pole  is  sensitive  to  parameter  changes  [30].
Note  that  the  perfect-regulation-based  design  method  for  an
EID-based  control  system  [15]  is  intuitive  because  a  design
process can be carried out using Bode plots. However, it may
result in high gains that may cause a peaking phenomenon and
may amplify measurement noise.

The transfer functions from an actual disturbance to an out-
put for the GESO and EID are important to evaluate disturban-
ce-rejection performance. They are calculated as following.

First, for the GESO method, rewrite (32) as
  ∆ẋgp(t) = (A−LC)∆xgp(t)+Bd∆dg(t)

x̂g(n+1)(t) = −Ln+1C∆xgp(t).
(41)

Note that
 

u(t) = KP[x(t)+∆xgp(t)]−Kd x̂g(n+1)

= KPx(t)+KP∆xgp(t)−Kd x̂g(n+1). (42)

d(t) y(t)
Combining  (17),  (41),  and  (42)  yields  the  block  diagram

from  to  (Fig. 4).  Rearranging  the  blocks  gives  the
transfer function (Fig. 5)
 

GGES O
yd (s) =GS F(s)GGES O(s) (43)

where
  GS F(s) =C[sI− (A+BKP)]−1

GGES O(s) = Bd +BGG(s)GG
OB(s)

(44)

where
 


GG(s) = KP+KdLn+1C/s

GG
OB(s) = −s[sI +M(s)BdLn+1C]−1M(s)Bd

M(s) = [sI− (A−LC)]−1.

(45)

Thus, if
 

GGES O( jω) ≈ 0, ω ∈ [0, ωe] (46)
holds,  the  GESO  method  can  reject  both  matched  and  mis-
matched disturbances.

Let
 

FG(s) =
1

1
Ln+1

s+1
. (47)

Ln+1A large enough  provides
 

FG( jω) ≈ 1, ∀ω ∈ [0, ωe]. (48)
A simple calculation yields

 

GGES O(s) =GGES O
1 (s)+GGES O

2 (s) (49)

where 

 

d

s  I
−1

A − LC

KP

Kd

−

B

s  I−1

A

y
C

xx
.

−

∆x
.
gp

dg

∆xgp

.
xg(n+1)xg(n+1)

u

Bd

d
Bd

Bd

−C1/s L     n+1

+
+

+

+ +

+

+
+ +

+

 
Fig. 4.     Block diagram from disturbance to output for GESO.
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Fig. 5.     Rearrangement of Fig. 4.
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

GGES O
1 (s) = [1−FG(s)][sI − (A+BKP−LC)]

×{[1−FG(s)]M−1(s)+FG(s)BdC}−1Bd

GGES O
2 (s) = FG(s)(Bd −BKd)C

×{[1−FG(s)]M−1(s)+FG(s)BdC}−1Bd.

(50)

Next, for the EID approach, combining (17), (25), and (30)
yields
 

∆ẋe(t) = (A−LC)∆xe(t)+Bd̃e(t)−Bdd(t). (51)
Substituting (36) into (30) yields

 

u(t) = KP[x(t)+∆xe(t)]− d̃e(t)

=KPx(t)+KP∆xe(t)− d̃e(t). (52)
Combining (27) and (30) yields

 

d̂e(t) = −B+LC∆xe(t)+ d̃e(t). (53)

d(t) y(t)
The  relationships  (17),  (51),  (52),  and  (53)  provide  the

block  diagram  from  to  (Fig. 6).  Rearranging  the
blocks gives Fig. 7 and the transfer function is
 

GEID
yd (s) =GS F(s)GEID(s) (54)

GS F(s) GEID(s)where  is shown in (44) and  is the part related
to the EID that is given by
 

GEID(s) = Bd +BGF(s)GE
OB(s)

GF(s) = KP+ [I−F(s)]−1F(s)B+LC

GE
OB(s) = −{I+M(s)B[I−F(s)]−1F(s)B+LC}−1

×M(s)Bd

(55)

M(s)where  is given in (45).
Choosing

 

F(s) = F1(s)I, F1( jω) ≈ 1, ∀ω ∈ [0, ωe] (56)
gives
 

GEID(s) = [1−F1(s)][sI − (A+BKP−LC)]

×
{
[1−F1(s)]M−1(s)+F1(s)BB+LC

}−1
Bd. (57)

The selection of (56) ensures that the EID approach rejects
both matched and mismatched disturbances.

GGES O(s) GEID(s)
GGES O(s)

GGES O
1 (s) GEID(s)

GGES O
2 (s)

A comparison  of  [in  (49)  and  (50)]  and 
[in  (57)]  shows  that  has  two  terms  and  the  first
term, ,  corresponds  to ,  which  has  a  small
gain  in  a  selected  disturbance-rejection  frequency  band.  The
difference  in  the  disturbance-rejection  performance  between
these two methods is caused by the term  in (49).

Ke
B+L

Remark 3: Yu et al. introduced a new item  to ease sys-
tem  design  in  [31],  which  corresponds  to  in  the  EID
approach (Figs. 6 and 7).

A comparison of the disturbance rejection methods between
the GESO and EID reveals the following:

Kd

ω = 0

F(s)

Disturbance  Estimation  and  Compensation: As  shown  in
(20)  and  (22),  the  GESO  estimates  the  disturbance  itself  but
adds an estimate on the control input channel. Thus, there is a
gap  between  the  estimation  and  its  use.  The  method  uses  a
gain  in (23) to transfer the estimate of a mismatched distur-
bance to the control input channel. Since the gain is fitted for
a  prescribed  frequency  (usually  for ),  high  disturbance-
rejection  performance  is  expected  around  such  a  frequency.
On the  other  hand,  as  shown in  [25],  the  EID approach  esti-
mates the EID directly. It almost completely compensates for
the disturbance if the low-pass filter  satisfies (56). More-
over,  embedding a  gain  in  the  filter  makes  it  possible  to  fur-
ther  elaborate  disturbance-rejection  characteristics  [32],  [33].
Thus,  the EID approach is  easy and flexible in adjusting dis-
turbance-rejection performance.  

VI.  Numerical Verification

Plant  (4)  is  used as  an example to  verify and compare dis-
turbance-rejection  performance  for  the  two  methods.  The
parameters in (17) are
 

A=
[

0 1
−1 −1

]
, B=

[
0
1

]
, Bdu=

[
1
0

]
, Bdm=B, C=

[
1
0

]T
(58)

Bdu Bdmwhere  and  are for  a  mismatched and a matched dis-
turbance, respectively.

Note that the cutoff angular frequency of the plant is 1 rad/s.
The disturbance (Fig. 8)
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Fig. 6.     Block diagram from disturbance to output for EID.
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Fig. 7.     Rearrangement of Fig. 6.
 

SHE et al.: GESO AND EID METHODS FOR ACTIVE DISTURBANCE REJECTION: DEEP OBSERVATION AND COMPARISON 963 



d(t) = 1+ sin0.1t+ sin t+ sin5t (59)
was used to compare the two methods to verify the ability of
disturbance  estimation  and  compensation.  It  contains  a  DC
component, a component of 1 rad/s,  a low-frequency compo-
nent (0.1 rad/s), and a high-frequency component (5 rad/s).

Choosing
 

Qk = 100×CT C, Rk = 1 (60)
and optimizing
 

Jk =
w ∞

0

{
xT (t)Qk x(t)+uT (t)Rku(t)

}
dt (61)

yielded
 

KP = [−9.0499 −3.3703] , Kd = 4.3703. (62)

(A+BKP,B,C)
Since  the  bandwidth  of  the  state-feedback  control  system

 is 3.25 rad/s, we chose the cutoff angular fre-
quency of the GESO to be about five times larger than it
 

ωg = 16 rad/s. (63)
This gives the characteristic polynomial of the GESO, (35),

and its gain
 

Lg = [47 −3376 4096]T . (64)
To carry out a comparison between the GESO and the EID

methods, we chose
 

ρ = 106, QL = diag{1,260}, RL = 1 (65)
for the EID. Solving the following algebraic Riccati equation:
 

AP+PAT +ρQL −PCT R−1
L CP = 0 (66)

yielded
 

L = [1015 15 139]T (67)
ωg

KP

which  has  the  same  cutoff  angular  frequency, ,  as  the
ESGO does. The gain of the state feedback, , was set to be
(62). The first-order low-pass filter (15) was used and the time
constant was chosen to be
 

T = 0.0625 s (68)
ωgthat is, the cutoff angular frequency of the filter is also  in

(63).
(|sI−AgL| = 0)

−16
[|sI− (A−LC)| = 0] −86.48 38.48

ωg
(A−LC)

Note that the poles of the GESO  are a cube
root  at  [refer  to  (63)].  It  results  in  the  poles  of  the  state
observer  being  and .  One of
them is unstable. This may not be acceptable for some control
applications. In this case,  should be selected as small as 3
to ensure that  is Hurwitz. In contrast, the poles of the

−16.16 −999.9
observer  for  the  EID  approach  are  always  stable  (they  are

 and ).
(Bd = Bdm)

2%
(Bd = Bdu)

Simulation  results  for  the  matched  disturbance 
(Fig. 9)  show  that  the  control  inputs  of  these  methods  are  at
the  same level,  but  the  absolute  peak  value  of  the  output  for
the EID is only as small as  of that for the GESO. Simula-
tion  results  for  the  mismatched  disturbance 
(Fig. 10)  show  that,  while  the  control  input  for  the  GESO  is
more than 3 times larger than that for the EID, the output for
the GESO is more than 60 times larger than that for the EID.
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Fig. 8.     Disturbance (59).
 

 

u
 (
t)

 (
G

E
S

O
: 

d
o
tt

ed
 &

 E
ID

: 
so

li
d
)

y
 (
t)

 (
G

E
S

O
: 

d
o
tt

ed
 &

 E
ID

: 
so

li
d
)

4

2

0

−2

0 10 20 30 40
t (s)

0 10 20 30 40
t (s)

1.5

1.0

0.5

0

−0.5

 
(Bd = Bdm)Fig. 9.     Simulation results for matched disturbance .
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γLQG = γpeak = 0.01 λ = 1 Ts = 0 T f = 40 sChoose , , ,  and .
The disturbance-rejection performance (3) was 16.052 for the
GESO and 1.440 for the EID for the matched disturbance, and
was 321.859 for the GESO and 9.231 for the EID for the mis-
matched disturbance. The spectra of the outputs in Figs. 9 and
10 also show that those spectra at the frequencies 0.1, 1, and 5
rad/s  are  much  smaller  for  the  EID  than  for  the  GESO
(Fig. 11).  These  statistics  show  the  superiority  of  the  EID
approach over the GESO method.
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Fig. 11.     Spectra of outputs for matched and mismatched disturbance: (a)
Matched disturbance ; (b) Mismatched disturbance .
   

VII.  Limitation and Extensibility

The  estimators  used  for  disturbance  estimation  are  mainly
first-order  systems  for  both  GESO  and  EID  methods.  Atte-
mpts have been made to use high-order estimators to improve
disturbance-rejection performance.

The  GESO  method  guarantees  the  convergence  of  distur-
bance  estimation  only  when  a  disturbance  satisfies  Assum-
ption  2.  This  assumption  is  strict  because  many  disturbances
are not constants in the steady state. A new state observer was
derived  to  improve  the  precision  of  disturbance  estimation.
Unlike the GESO that uses only one state component to esti-
mate  a  disturbance,  a  new  GESO  has  multiple  state  compo-
nents to yield a satisfactory estimate for a time-varying distur-
bance [34]. However, an estimator containing m state compo-
nents  requires  that  a  disturbance  is m-times  continlinebreak
hyphen="true"/>uously differentiable.

In contrast, the EID approach pays attention to disturbance-
rejection performance. A method was presented in [35] to add
a  stable  zero  in  the  low-pass  filter  in  an  EID  estimator  to
enable  phase-lead  compensation  that  enlarges  the  range  of
parameter  selection  for  disturbance  compensation.  This  strat-

egy also improves noise-suppression performance [36].
Another attempt was made to embed an internal model of a

disturbance  in  a  GESO  [37]  and  in  the  low-pass  filter  in  an
EID  estimator  [38]  to  completely  compensate  for  a  distur-
bance  in  the  steady  state.  This  strategy  greatly  increases  the
steady-state disturbance-rejection performance.

f (x(t),ds(t), t) d(t)

d(t) = f (ds(t), t)

Compensation for Nonlinearities: Since nonlinearities, uncer-
tainties, and disturbances can be lumped as a total disturbance
[39],  that  is,  such  a  term  is  taken  to  be  in
(17),  it  is  possible  to  compensate  for  it  using  the  GESO  or
EID methods.  The  stability  of  a  GESO-based  control  system
was  proved  for  in  [10],  and  the  stability  and
an upper bound of an EID-based control system were proved
for  state-dependent  nonlinearities  based  on  the  concept  of
globally  uniformly  ultimately  bounded  [40],  [41].  While  a
Lipschitz condition is required for the GESO method for non-
linearity  compensation  [42],  it  is  not  necessary  for  the  EID
approach because the use of  the estimated state  in the recon-
struction  of  the  nonlinearity  ensures  the  convergence  of  the
observation  error  [43].  This  is  a  big  advantage  of  the  EID
approach over the GESO method.

Augmentability: Since  both  GESO and EID estimate  a  dis-
turbance,  they can be used to carry out  fault  diagnoses.  Note
that, while the GESO method estimates a fault itself, the EID
approach estimates the EID, that is, the damage to the system
caused  by  a  fault.  Thus,  combining  these  two  methods  for
fault  diagnosis  not  only  obtains  precise  information  about  a
fault  (an  estimate  given  by  the  GESO)  but  also  provides  the
impact  of  a  fault  on  the  system  (an  estimate  given  by  the
EID). This combination may provide a new method of a com-
prehensive fault diagnosis.  

VIII.  Conclusion

Disturbance  rejection  is  important  in  control  engineering
practice.  Control  methods  have  been  proposed  to  deal  with
this problem from various viewpoints. Among them, the meth-
ods of actively estimating and rejecting disturbances are sim-
ple and effective, and thus are used in mechatronic and other
control  systems  to  obtain  high  control  performance.  This
study  carried  out  an  inside  comparison  between  two  active
disturbance-control  methods:  the  GESO  and  EID.  We  com-
pared  them  from  the  aspects  of  the  assumptions,  the  system
configurations, the stability conditions, the system design, the
disturbance-rejection  mechanisms  and  performance,  and  the
extensibility.

While the GESO has been widely used, many engineers do
not have a firm belief whether or not the use of the method is
suitable  because  disturbances  in  control  practice  usually  do
not meet Assumption 2. On the other hand, the EID approach
is  a  method  that  has  a  realistic  assumption  on  disturbances,
thus  providing  us  confidence  in  practice.  Regarding  distur-
bance-rejection  performance,  the  EID  approach  directly  esti-
mates a signal  on the control  input channel,  while the GESO
method first estimates a disturbance itself and then converts it
into a  signal  on the control  input  channel.  Note that  the con-
version  only  matches  the  compensation  gain  for  a  prescribed
frequency.  On  the  other  hand,  the  disturbance-rejection  per-
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formance for the EID approach is guaranteed by the selection
of the low-pass filter in the EID estimator. This is a big advan-
tage  of  the  EID  over  the  GESO.  A  numerical  example  veri-
fied  the  difference  in  disturbance-rejection  performance
between these two methods.

Some  noticeable  issues  for  active  disturbance  rejection,
including the GESO and EID, are how to further improve dis-
turbance-rejection  performance  [44];  how  to  use  a  reduced-
order  observer  for  disturbance  estimation  [45],  [46];  how  to
improve  noise-suppression  performance  [36],  [47];  how  to
reduce  the  effect  of  peaking  phenomena  [48];  how to  design
such a system for a time-delay system [49]; and how to allevi-
ate restrictions and limitations in a system, for example, input
saturation [50]. Some attempts have been carried out on them,
and have received a great deal of attention.
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