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In the past decade, information technologies (e.g., artificial intelligence (AI), big data, wearables) 
have deeply influenced the field of mental health. As a typical breaking-through idea, computational 
psychophysiology (CPP) has changed the paradigm of mental healthcare from traditional “symptom 
description-driven” to “data-driven”.1 In this rapidly evolving landscape, AI-powered tools like ChatGPT 
are further revolutionizing the field, marking a significant milestone in the AI era. This technological 
leap is closely tied to the emergence of foundation models (FMs), which have set a new benchmark in AI 
development. Foundation Models represent a significant advancement by offering large, pre-trained 
models that can be fine-tuned for a wide variety of tasks. Their ability to process diverse data type
s—ranging from text and images to video and structured data—enables them to solve complex problems 
across numerous domains, including mental health.2 Built on transformer architectures and trained on 
massive datasets in an unsupervised manner, these models generate generalizable features that make 
them highly adaptable for downstream tasks. An overview of how FMs contribute across the key stages of 
digital mental health—ranging from data acquisition to adaptive feedback—is illustrated in Fig. 1. 

Recent advancements in AI-enabled systems have significantly impacted mental health, including 
emotion recognition and personalized interventions. A notable application of FMs is the development of 
AI-powered chatbots3, like GPT-4, for psychiatric assessments and automated patient communication, 
enabling non-invasive mental health screening and transforming how healthcare providers interact with 
patients and make clinical decisions. These models leverage clinical records, sensor data, and biometric 
readings to predict depression, anxiety, and stress, offering real-time monitoring and dynamic treatment 
adjustments. FMs are also used in emotion recognition systems that analyze multimodal inputs, 
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including text, speech, and physiological signals, to detect emotional distress and track conditions such 
as autism spectrum disorder (ASD) and social anxiety4. Language plays a crucial role in mental health 
assessment, with text analysis helping to identify cognitive distortions and depressive symptoms, such as 
increased use of negative words, while speech analysis captures emotional changes through variations in 
speech rate, tone, and pauses, offering deeper insights into psychological states. Additionally, audio- 
based interventions, driven by FMs, generate calming content for emotional regulation and stress re
lief, proving particularly effective in self-regulation and emotional well-being for individuals avoiding 
in-person therapy. 

Furthermore, FMs enable continuous long-term monitoring of patients’ mental well-being through 
various data streams, such as electroencephalography signals, which reflect brain activity. By analyzing 
these signals, FMs can detect mental disorders such as depression, anxiety, and epilepsy, providing 
clinicians with valuable insights into the progression of a patient’s condition over time and enabling 
predictions before clinical symptoms of mental health events manifest5. FMs also enhance personalized 
mental health interventions by tailoring treatments based on a patient’s history, symptoms, and emo
tional data, offering adaptive, precise therapeutic strategies. Predictive mental health systems, which 
integrate wearable devices, social media analysis, and natural language processing (NLP),6 enable 
preventive care before symptoms escalate. 

Brain-inspired models are further advancing emotional and cognitive function modeling in mental 
health, which are being used to simulate emotional learning processes and to model the neural me
chanisms involved in mental health conditions. These brain-inspired AI models aim to replicate how the 
human brain processes emotions, learning from patterns of behavior and emotional responses, which can 
then be applied to deep brain stimulation or neurofeedback techniques to aid in treating conditions such 
as depression or anxiety. These models, along with brain-computer interfaces (BCIs),7 offer advanced 
neurofeedback mechanisms for managing conditions like anxiety and post-traumatic stress disorder 
(PTSD), offering real-time mood regulation.8 By combining FMs and brain-inspired models, the future of 
mental health interventions promises personalized, effective, and timely care, improving both diagnosis 
and treatment. 

The dynamic evolution of mental health disorders, including their onset and progression, is difficult to 
predict. FMs are emerging as promising tools for early prediction and prevention of mental disorders. 
Although not yet widely used to model the precise temporal dynamics of these conditions, FMs’ pre
dictive capabilities are rapidly advancing. By analysing vast datasets of clinical records, biometric data, 
and behavioral patterns, FMs can identify early signs of emotional distress or cognitive changes that 
precede conditions like depression, anxiety, and bipolar disorder9. Additionally, FMs are being leveraged 
for time-series analysis and dynamic modeling to track mental health trajectories and identify early 
indicators, such as emotion regulation and cognitive dysfunctions, triggering timely interventions.10 By 

Fig. 1. A conceptual framework of foundation models for digital mental health.  
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combining real-time multimodal data from wearables, social media, and digital health platforms, FMs 
hold the potential to revolutionize mental health prediction, diagnosis, and prevention, enabling per
sonalized healthcare and early intervention. 

The exploration of the human mind mechanisms through computational and AI models has gained 
significant traction in recent years, though the use of FMs to directly understand and replicate human 
cognition remains in its early stage. FMs have shown promise in simulating emotional processing and 
decision-making, but fully modeling the complexity of the human mind remains a challenge. Currently, 
research on human cognition relies heavily on neuroscience-based models, such as neural networks and 
cognitive neuroscience frameworks, which utilize tools like functional magnetic resonance imaging 
(fMRI), electroencephalography, and magnetoencephalography to study brain activity during cognitive 
tasks.11 Additionally, dynamic systems theory and computational psychiatry model brain circuits to 
understand conditions like depression and schizophrenia, enabling early diagnostic in
sights.12 Psychological frameworks such as cognitive behavioral therapy (CBT), reinforcement learning 
(RL), and symbolic AI enhance understanding of cognitive distortions and emotional regulation. Ad
vances in affective computing and emotion recognition also help model emotional states using facial 
expressions, speech, and physiological data. Though FMs are not yet central to cognitive modeling, 
integrating neuroscience, psychological theories, and FMs holds the potential to create personalized, 
predictive models for improved mental health diagnostics and interventions13. 

Despite these promising advancements, integrating FMs into mental health practices raises critical 
ethical considerations, including concerns regarding privacy, algorithmic bias, and clinical account
ability14. The sensitive nature of mental health data, involving multimodal information such as bio
metrics, speech, and emotional expressions, necessitates robust privacy protection like differential 
privacy and federated learning to ensure patient confidentiality and data security15. Moreover, algo
rithmic bias, stemming from training datasets lacking diversity in terms of ethnicity, gender, age, or 
socioeconomic status, poses risks of systematic discrimination, potentially leading to inequitable care 
outcomes.16 Thus, proactive measures—such as comprehensive bias audits, representative dataset 
curation, and transparent, explainable modeling—are essential for equitable model performance across 
diverse populations. Additionally, clinical accountability remains paramount; the deployment of AI- 
powered tools should adopt a human-in-the-loop approach, empowering healthcare providers to 
oversee, interpret, and validate AI-generated insights, thereby safeguarding patient welfare and aligning 
AI usage with established clinical standards and ethical guidelines. 

These advancements in FMs represent a pivotal shift in how we approach mental health, enabling not 
only more precise diagnostics but also personalized and adaptive interventions. By integrating FM tools 
with traditional therapeutic methods—while remaining mindful of privacy, fairness, and clinical ac
countability—we are poised to create a future where mental health care is more proactive, efficient, and 
tailored to individual needs. 
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