
Vol. 45 No. 2 SCIENCE IN CHINA (Series A) February 2002

Holomorphic map with unipotent Jacobian matrices in C3

CHEN Zhihua (���) & CHEN Wenge (���)

Department of Mathematics,Tongji University, Shanghai 200092, China

Correspondence should be addressed to Chen Zhihua (email: zzzhhc@online.sh.cn)

Received February 20, 2001

Abstract We prove that the holomorphic unipotent Jacobian conjecture is valid when n = 3:
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The Jacobian conjecture seems to have been �rst formulated by O.H. Keller in 1939. Aside

from the trivial case n = 1, it remains an open problem for all n > 2.

In 1982, Bass et al.[1] proved the reduction theorem; i.e. if for all n and all F 2 MAn(k)

of the form F = X + N with N cubic homogeneous and J(N) nilpotent F is invertible, for all

F 2 MAn(k) with J(F ) invertible, F is invertible. And they have also proved that for all n and

all F 2MAn(k) of the form F = X +N with N homogeneous and (J(N))2 = 0, F is invertible.

In 1999, Chen[2] formulated the holomorphic unipotent Jacobian conjecture; i.e. ifH : Cn �!

C
n is a holomorphic map with (JH(z))2 = 0, then Z +H is invertible, and he proved that it is

valid in the case n = 2. In this paper, we give a proof of the Unipotent Jacobian Conjecture for

holomorphic map in the case n = 3.

1 Preliminaries
[3��6]

We start this section with Theorem A[2] that can be proved directing by the Taylor expansion.

Theorem A. Let H : Cn �! C
n be a holomorphic map. Then the following statements

are equivalent:

(i) (JH(z))2 = 0 for all z 2 Cn;

(ii) H(z + JH(z)z0) = H(z) for all z; z0 2 Cn;

(iii) JH(z + JH(z)z0)JH(z) = 0 for all z; z0 2 Cn.

Proposition 1. Let A be an n� n matrix and A2 = 0: Then rankA 6 [n=2].

Proof. We use the reduction to absurdity. Suppose rankA = m > [n=2]: Then there are

invertible matrices P;Q such that

A = P �

 
Im�m 0

0 0

!
�Q; (1)

where A2 = 0. Hence

0 = A
2
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= P �

 
Im�m 0

0 0

!
�Q � P �

 
Im�m 0

0 0

!
�Q:

Set

R =

0
B@

r11 ::: r1n

::: ::: :::

rn1 ::: rnn

1
CA � Q � P �

 
Im�m 0

0 0

!
:

It is obvious that rankR = m and  
Im�m 0

0 0

!
�R = 0: (2)

By eq. (2), we have rij = 0; 1 6 i 6 m. This contradicts m > [n=2], so that rankA 6 [n=2].

Proposition 2. Let H : Cn ! C
n be a holomorphic map with (JH(z))2 = 0; G =

A � zT + 

T, where 
 = (
1; :::; 
n) is a constant vector and A is an invertible matrix. Let

N := G ÆH ÆG�1. Then

(i) (JN(z))2 = 0;

(ii) Z +H is invertible if and only if Z +N is invertible.

Proof. (i) (JN(z))2 = (A � JH(G�1(z)) � A�1)2

= A � (JH(G�1(z))2 �A�1 = 0:

(ii) Suppose Z+H is invertible. Let F�1 be the invertible map of Z+H. Then F�1Æ(Z+H) =

Z. Therefore

Z = F
�1

ÆG
�1

ÆG Æ (Z +H) ÆG�1
ÆG = F

�1
ÆG

�1
Æ (Z +N) ÆG:

Then

G Æ F
�1

ÆG
�1

Æ (Z +N) = Z:

Proposition 3. Let H : Cn ! C
n be a holomorphic map, S := fz 2 C

3jJH(z) = 0g:

Then H is a constant on every connected component of S.

Proof. Without losing generality, we assume S is connected. S = [�2IS�, where every S�

is the irreducible component of S, then S� = R(S�)[S(S�), where R(S�) is the regular points set

of S�; S(S�) is the singular points set of S�. Because R(S�) is a complex manifold and JH(z) = 0,

H is a constant on R(S�). By the continuity, H is a constant on S�. Since S is connected, H is

a constant on S.

2 Main result

Suppose JH(z) � 0. Then Z+H is a translation. Evidently, Z+H is invertible. So we only

need to prove the case for JH(z) 6� 0.

Let H : C3 ! C
3 be a holomorphic map with (JH(z))2 = 0. If JH(z0) 6= 0; z0 2 C

3, without

losing generality, we assume

(D1H1(z0);D1H2(z0);D1H3(z0)) 6= 0:
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By Proposition 1, we have rankJH(z0) = 1, so there are �1; �2 2 C such that

(D2H1(z0);D2H2(z0);D2H3(z0)) = �1 � (D1H1(z0);D1H2(z0);D1H3(z0));

(D3H1(z0);D3H2(z0);D3H3(z0)) = �2 � (D1H1(z0);D1H2(z0);D1H3(z0)):

Therefore

z
T
0 + JH(z0)(z

0)T = z
T
0 + (z01 + �1z

0

2 + �2z
0

3)(D1H1(z0);D1H2(z0);D1H3(z0))
T
;

where z0 2 C3 must be a complex line through the point z0.

Lemma 1. LetH : Cn ! C
n be a holomorphic map with (JH(z))2 = 0. Suppose holomor-

phic unipotent Jacobian conjecture is valid in Cn�1, and there exists a vector (a1; a2; :::; an) 6= 0

such that (a1; a2; :::; an) � JH(z) = 0 8z 2 Cn
: Then Z +H is invertible.

Proof. Let G(z) =

0
BBBBB@

a11 a12 � � � a1n

...
... ��

�

...

an�11 an�12 � � � an�1n

a1 a2 � � � an

1
CCCCCA

0
BBBBB@

z1

z2

...

zn

1
CCCCCA,

where 0
BBBBB@

a11 a12 � � � a1n

...
... ��

�

...

an�11 an�12 � � � an�1n

a1 a2 � � � an

1
CCCCCA

is an invertible matrix.

Let M := (M1;M2; � � �Mn) = G ÆH ÆG�1
: Then

JM(z) =

0
BBBBB@

a11 a12 � � � a1n

...
... ��

�

...

an�11 an�12 � � � an�1n

a1 a2 � � � an

1
CCCCCA � JH(G�1(z)) �

0
BBBBB@

a11 a12 � � � a1n

...
... ��

�

...

an�11 an�12 � � � an�1n

a1 a2 � � � an

1
CCCCCA

�1

:

Obviously, we have (JM(z))2 = 0.

On the other hand, (a1; a2; :::; an) � JH(z) = 0 8z 2 C
n. So Mn must be a constant. We

de�ne T = (T1; � � � ; Tn) := G
0 ÆM Æ (G0)�1 where G0 is a translation map on Cn

G
0(z1; z2; � � � ; zn) = (z1; z2; � � � ; zn �Mn);

then

(JT (z))2 = (JM((G0)�1(z)))2 = 0;

and

Tn = 0:
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By Proposition 2, Z+H is invertible if and only if Z+T is invertible. So it is enough to prove

Z+T is invertible. Set zn = c and z0 = (z1; z2; � � � ; zn�1). Let T
0 = (T1(z

0
; c); T2(z

0
; c); � � � ; Tn�1(z

0
;

c)). It is obvious that T 0 is a holomorphic map and

(JT (z0; c))2 =

0
BBBBB@

D1T1(z
0
; c) D2T1(z

0
; c) � � � DnT1(z

0
; c)

...
... ��

�

...

D1Tn�1(z
0
; c) D2Tn�1(z

0
; c) � � � DnTn�1(z

0
; c)

0 0 � � � 0

1
CCCCCA

2

=

0
BBBBB@

0
BB@

D1T1(z
0
; c) � � � Dn�1T1(z

0
; c)

...
. . .

...

D1Tn�1(z
0
; c) � � � Dn�1Tn�1(z

0
; c)

1
CCA

2

�

...

0 � � � 0 0

1
CCCCCA =

 
(JT 0(z0; c))2 �

0 � � � 0 0

!
:

From (JT 0(z0; c))2 = 0 and that the holomorphic unipotent Jacobian conjecture holds in

C
n�1, there exists a holomorphic map N 0(z0; c) = (N 0

1(z
0
; c); � � � ; N 0

n�1(z
0
; c)) such that

N
0(z0; c) Æ (Z 0 + T

0) = Z
0
;

i.e.

N
0

i
(z1 + T1(z

0
; c); z2 + T2(z

0
; c); � � � ; Zn�1 + Tn�1(z

0
; c); c) = zi; i = 1; 2; � � � ; n� 1:

Let

N(z0; zn) = (N 0

1(z
0
; zn); � � � ; N

0

n�1(z
0
; zn); zn) : C

n
! C

n
:

We have

N
0

i
(z1 + T1(z

0
; zn); z2 + T2(z

0
; zn); � � � ; Zn�1 + Tn�1(z

0
; zn); zn) = zi; i = 1; 2; � � � ; n� 1;

i.e.

N Æ (Z + T ) = Z: (3)

Next, we will prove that N(z) is a holomorphic map. Let z0 2 C
n. Since, det(I+JT (z0)) 6= 0,

there exists an open neighbourhood U(z0) of z0 such that (Z + T )jU(z0) is biholomorphic. By eq.

(3), N(z) is holomorphic at z0, so that N(z) is a holomorphic map.

According to the identity theorem of several complex variables, if there exists a nonempty

open set U � C
n such that (a1; a2; � � � ; an)JH(z) = 0; 8z 2 U , then

(a1; a2; � � � ; an)JH(z) = 0; 8z 2 C
n
:

Hence, if we can prove that a holomorphic map H : C3 ! C
3 with (JH(z))2 = 0 there exists

a = (a1; a2; a3) 6= 0 and a nonempty open set U � C
3 such that (a1; a2; a3)JH(z) = 0; 8z 2 U ,

then Z +H is invertible.
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Now we use Lz to denote the complex line zT + JH(z)(!)T, ! 2 C3, and V (z) the direction

vector of the complex line Lz, in fact V (z) is the column vector of JH(z).

De�nition 1. z 2 C3nS. The complex line Lz has the property (P ), if V (y) = �(y)V (z);

�(y) 2 C;8y 2 Lz.

Lemma 2. Let H : C3 ! C
3 be a holomorphic map with (JH(z))2 = 0. Sequence

fzngn2N � C
3nS and z 2 C

3nS, limn!1zn = z. If all Lzn have the property (P ), then Lz has

the property (P ).

Proof. Since Lzn has the property (P ), there exist �n; �n 2 C
3, j�nj = j�nj = 1; �n � ��n = 0

such that �n � V (y) = �n � V (y) = 0; 8y 2 Lzn , where the point operator is Euclidean inner

product. We can choose the subsequence f�nig and f�nig of f�ngn2N and f�ngn2N respectively,

such that limni!1
�ni = �; limni!1

�ni = � then

� � �� = 0; j�j = j�j = 1;

8y 2 Lz, since limni!1
zni = z, there exists yni 2 Lzn

i

, such that limni!1
yni = y and

� � V (y) = limni!1
�ni � V (yni) = 0; � � V (y) = limni!1

�ni � V (yni) = 0:

Therefore, Lz has the (P ) property.

Theorem 1. Let H : C3 ! C
3 be a holomorphic map with (JH(z))2 = 0. If there exists

z0 2 C
3nS, such that Lz0 does not have property (P ), then Z +H is invertible.

Proof. Let �; � 2 C
3, j�j = j�j = 1, � � �� = 0, such that � � V (z0) = � � V (z0) = 0. Since

� � V (y) and � � V (y), y 2 Lz0 is a holomorphic function on Lz0 .

T = fy 2 Lz0 j � � V (y) = � � V (y) = 0g

is a discrete set of Lz0 . Hence there exists y0 2 Lz0nT such that complex line Ly0 does not have

the property (P ). Otherwise, by Lemma 2, Lz0 possesses the property (P ), which contradicts the

assumption that Lz0 does not have property (P ).

Now we choose a disk D(y; ") on Lz0 , such that JH(y) 6= 0; 8y 2 D(y0; "). So we can get a

complex line set M" = fLy j y 2 D(y0; ")g. By Theorem A, HjM"
is a constant map. Let M be

the complex plane spanned by Ly0 and Lz0 .

1) If there exists " > 0 such that M" � M , obviously, M" includes a nonempty open set of

M , by the identity theorem, H restricted on M is a constant map.

Noting (a1; a2; a3) 6= 0 is the normal vector of complex plane M , (a1; a2; a3)JH(z0) =

(a1; a2; a3)JH(y0) = 0.

Next, we will prove that there are

(a1; a2; a3)JH(z) = 0; 8z 2 C
3
: (4)

If there exists ! 2 C3nS such that (a1; a2; a3)JH(!) 6= 0, then complex line L! must be intersected

with complex plane M . By the continuity, we can get an open neighbourhood U of ! such that

JH(z) 6= 0; 8z 2 U and Lz intersects with M for all z 2 U . Theorem A shows that H restricted
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on U is a constant map. Hence H must be a constant map, so it contradicts the assumption

JH(z) 6� 0. By Lemma 1 and (4), Z +H is invertible.

2) If M" 6� M for all " > 0, then Lz0 only intersects with M" at point y0, so that Lz0 is

transverse to M". Thus we can get a little open neighborhood U(z0) � C
3nS of z0, and construct

a complex line set

� = fLz j z 2 U(z0)g;

such that every complex line in � intersects withM". ThusH restricted on U(z0) is a constant map.

So that JH(z) � 0 on U(z0), by the identity theorem of several complex variables, JH(z) � 0 on

C
3, it contradicts the assumption JH(z) 6� 0. Therefore, there exists " > 0 such that M" �M .

According to the proof of Theorem 1, letH : C3 ! C
3 be a holomorphic map with (JH(z))2 =

0. If for some z0 2 C
3nS, Lz0 does not have property (P ), Z +H is invertible. So we only need

to consider the situation of all complex lines Lz with the property (P ).

Theorem 2. Let H : C3 ! C
3 be a holomorphic map with (JH(z))2 = 0. If Lz has

property (P ) for all z 2 C3nS then for any z 2 C3nS, Lz \ S = ;.

Proof. Suppose there is a point z 2 C3nS and some z0 2 Lz such that JH(z0) = 0. Since

JH(z) 6= 0, without losing generality, we can assume (D1H1(z);D1H2(z);D1H3(z)) 6= 0. Then

we have

JH(z) =

0
B@

D1H1(z)

D1H2(z)

D1H3(z)

1
CA� 1 �2(z) �3(z)

�
; �2(z); �3(z) 2 C;

and

0 = (JH(z))2 = (D1H1(z) + �2(z) �D1H2(z) + �3(z) �D1H3(z)) � JH(z):

Hence

D1H1(z) + �2(z) �D1H2(z) + �3(z) �D1H3(z) = 0: (5)

From (D1H1(z);D1H2(z);D1H3(z)) 6= 0 and (5), we have

(D1H2(z);D1H3(z)) 6= 0;

so there must exist a; b 2 C such that

aD1H2(z) + bD1H3(z) 6= 0:

By the continuity, we can get an open neighborhood U(z) of z such that

aD1H2(y) + bD1H3(y) 6= 0; 8y 2 U(z):

Consider the holomorphic function

g(y) = aD1H2(y) + bD1H3(y); y 2 C
3
:

By the Weierstrass preparation theorem and g(z0) = 0, S1 = fy 2 C
3 j g(y) = 0g is an analytic

variety of complex 2 dimension. Since aD1H2(z) + bD1H3(z) 6= 0, y0 is the isolated zero point of
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the holomorphic function g(y) restricted on Lz. Now we get an open neighborhood U(y0) of y0 in

C
3 such that S\U(y0) is connected and U(y0)\S1 \Lz = fy0g. By the continuity, we can choose

a little open neighborhood U 0(z) � U(z) such that complex line Ly \ S1 \ U(y0) is nonempty for

all y 2 U 0(z). If x0 is the intersect point of Ly and S1 \U(y0), since Ly has the property (P ), we

have

(D1H1(x0);D1H2(x0);D1H3(x0)) = �(D1H1(y);D1H2(y);D1H3(y)); � 2 C:

Since x0 2 S1

0 = aD1H2(x0) + bD1H3(x0) = �(aD1H2(y) + bD1H3(y));

but aD1H2(y) + bD1H3(y) 6= 0, so that � = 0, i.e.

D1H1(x0) = D1H2(x0) = D1H3(x0) = 0:

Hence x0 2 S\U(y0). By Proposition 3 and Theorem A, H is a constant map on fLy j y 2 U
0(z)g.

Since U 0(z) is an open set of C3, by the identity, H is a constant map. This contradicts the

assumption JH(z) 6� 0 on C3, so Lz \ S = ;.

Theorem 3. Let H : C3 ! C
3 be a holomorphic map with (JH(z))2 = 0. Then Z +H is

invertible.

Proof. By Theorems 1 and 2, we can assume that Lz has the property (P ) and Lz \S = 0

for all z 2 C3nS.

For any point z(1) = (z
(1)
1 ; z

(1)
2 ; z

(1)
3 ) 2 C

3nS, we can assume D1H3(z
(1)) 6= 0. Considering

the following holomorphic function on complex plane z3 = z
(1)
3 ,

f(z1; z2) = (z1 � z
(1)
1 )(D1H2(z1; z2; z

(1)
3 )D1H3(z

(1))�D1H2(z
(1))D1H3(z1; z2; z

(1)
3 ))

�(z2 � z
(1)
2 )(D1H1(z1; z2; z

(1)
3 )D1H3(z

(1))�D1H1(z
(1))D1H3(z1; z2; z

(1)
3 ));

since f(z
(1)
1 ; z

(1)
2 ) = 0, Sz(1) = f(z1; z2; z

(1)
3 ) 2 C

3 j f(z1; z2) = 0g is a complex analytic variety of

complex 1 dimension on complex plane z3 = z
(1)
3 . If there is some point y = (y1; y2; z

(1)
3 ) 2 Sz(1)

such that

D1H1(y1; y2; z
(1)
3 )D1H3(z

(1))�D1H1(z
(1))D1H3(y1; y2; z

(1)
3 ) 6= 0; (6)

or

D1H2(y1; y2; z
(1)
3 )D1H3(z

(1))�D1H2(z
(1))D1H3(y1; y2; z

(1)
3 ) 6= 0; (7)

then complex line L
z(1)

and Ly must meet at the point

(y1 + '(y)D1H1(y); y2 + '(y)D1H2(y); z
(1)
3 + '(y)D1H3(y))

or

(y1 +  (y)D1H1(y); y2 +  (y)D1H2(y); z
(1)
3 +  (y)D1H3(y));

where

'(y) =
(z

(1)
1 � y1) �D1H3(z

(1))

D1H1(y)D1H3(z
(1))�D1H1(z

(1))D1H3(y)
;
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 (y) =
(z

(1)
2 � y2) �D1H3(z

(1))

D1H2(y)D1H3(z
(1))�D1H2(z

(1))D1H3(y)
:

Therefore, at least one of Ly and L
(1)
z does not have the property (P ). By Theorem 1, Z +H is

invertible.

So we only need to discuss the following case where

D1H1(y1; y2; z
(1)
3 )D1H3(z

(1))�D1H1(z
(1))D1H3(y1; y2; z

(1)
3 ) = 0; (8)

and

D1H2(y1; y2; z
(1)
3 )D1H3(z

(1))�D1H2(z
(1))D1H3(y1; y2; z

(1)
3 ) = 0 (9)

are both valid for any y = (y1; y2; z
(1)
3 ) 2 S

(1)
z , which implies the complex line Ly is parallel to

L
(1)
z for any y = (y1; y2; z

(1)
3 ) 2 S

(1)
z \ C3nS. We set

N
(1)
z

= fL
(y1;y2;z

(1)

3
)
j (y1; y2; z

(1)
3 ) 2 S(1)

z
g;

where N
(1)
z is a complex ruled surface. Now we choose a ball B(z(1); Æ) � C

3nS, such that

D1H3(z) 6= 0 for any z 2 B(z(1); Æ). Then, for every point z 2 B(z(1); Æ), we can construct a

similar complex analytic variety Sz and complex ruled surfaces Nz.

If there exist z(2); z(3) 2 B(z(1); Æ) such that V (z(1)), V (z(2)) and V (z(3)) are linearly inde-

pendent, among the complex ruled surfaces N
(1)
z , N

(2)
z and N

(3)
z , at least two of them meet at

some point, so that, we can �nd a point z 2 C
3nS such that Lz does not have the property (P ).

Then by Theorem 1, Z+H is invertible; otherwise, we can �nd a vector (a1; a2; a3) 6= 0 such that

(a1; a2; a3)JH(z) = 0; 8z 2 B(z(1); Æ):

By Lemma 1, Z +H is invertible.
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