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Abstract In this paper, we mainly study the system design of sparse microwave imaging radar and report some

of the preliminary results of airborne experiments performed with it. Sparse microwave imaging radar is a novel

concept which introduces the sparse signal processing theory to microwave imaging replacing the conventional

matched filtering processing method. With the exploitation of the sparse microwave imaging, the radar system

could achieve better performance. As a newly developed concept, the two main types of applications of sparse

microwave imaging are found in adopting the sparse signal processing theory to current radar systems, and in

designing an optimized sparse microwave imaging system. Here we are trying the latter that mainly aims at

lower PRF and wider swath. We first introduce the theories of sparse microwave imaging radar and its imaging

algorithm. Then we discuss the system designing principles, including the sampling scheme, signal bandwidth,

SNR and multi-channel mode. Based on the relationships of these parameters, we provide a design example of

radar parameters. In the end, we exploit an airborne experiment using our designed radar system with jittered

azimuth sampling strategy. Some preliminary analysis from the experiment result is also provided.
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1 Introduction

Synthetic aperture radar (SAR) usually cited as “microwave imaging”, is one of the main technologies of

modern remote sensing. Modern SAR systems commonly aim at two key features of system performance:

wide mapping swath and high imaging resolution. According to the SAR theory, wider swath means a

larger observing area with more imaging data, higher resolution that requires a wider signal bandwidth,

resulting in a higher sampling rate and a higher amount of data because of the Nyquist theorem. So, as

the swath and resolution increase, the SAR system complexity and data amount also increase remarkably,

which brings difficulties to the hardware implementation, and limits the future evolution of SAR systems.

This is a bottleneck. Furthermore, high resolution and wide swath themselves are a pair of contradictories.
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Higher resolution requires higher pulse repetition frequency (PRF), but high PRF limits the increment

of swath.

Some features of radar imaging, e.g. the sparsity of target scene, could be used to deal with these

problems. Since in many cases, the SAR target scene is sparse, i.e. there only exist a few non-zero targets

in the whole scene, we can introduce the sparse signal processing theory to the microwave imaging. Sparse

signal processing was developed by mathematicians by the end of 20th century [1]. A main component of

sparse signal processing was named as compressive sensing (CS) [2–5]. According to CS, a sparse signal

can be perfectly reconstructed with much fewer samples than that required by Nyquist theorem.

Many works have been done to introduce the afore-mentioned sparse signal processing technology to

conventional microwave imaging radar to develop the concept of sparse microwave imaging [6–8], aiming

at achieving benefits in reducing the system complexity and improving the system performance. There

exist two types of applications of sparse microwave imaging. First, adopting the signal processing method

of sparse microwave imaging to current radar systems. It means, we use some achievements of sparse

microwave imaging theory to improve the performance of existing SAR systems [9]. Second, designing a

fresh-new radar system under the guidance of sparse microwave imaging theory. In this paper we focus

on the latter application. We call it an “optimized” sparse microwave imaging radar.

Compared with the conventional SAR, the sparse microwave imaging system might have greater poten-

tial to reduce the system data amount and complexity, and improve system performance in many aspects,

for example, lower requirements in azimuth and range sample rates, higher distinguishing ability, lower

ambiguity, lower system complexity and less data amount [7]. Not all these advantages can be reflected in

a single design. In this paper, we mainly focus on the reduction of PRF and improvement of swath during

the system design. The sparse sampling could be applied in the azimuth direction, i.e. the constraint of

PRF could be relaxed. As a result, the selection range of swath will be larger than that in conventional

SAR. In displaced phase center antenna (DPCA) [10] case, the constraint of PRF will be even looser such

that wider swath can be achieved with utilizing the sparse microwave imaging.

In September 2013, we carried the first proof-of-principle airborne experiment in Tianjin, China using

our designed sparse microwave imaging radar system. This is an optimized designed sparse microwave

imaging radar system with specific design azimuth sampling scheme. The experiment data is still under

review. Some initial results of experiment will be introduced in this paper.

This paper is organized as follows. In Section 2, the sparse microwave imaging theory and imaging

algorithm are introduced. The principles of system design are discussed in Section 3. An example of

system parameter design is given in Section 4. The airborne experiment is provided in Section 5 as the

verification of designing principles. Conclusion is in Section 6.

2 Model and imaging algorithm

This section briefly recalls the sparse microwave imaging theory. The theoretical description of the sparse

observation model is summarized and the reconstruction algorithm which directly processes the raw data

is discussed too. The sparse microwave imaging method is feasible in real data experiments and gives an

improvement of imagery quality in contrast to the conventional algorithm. Most importantly, by using

sparse microwave imaging concept it is possible to propose a novel imaging system that should pave the

way for many new applications that are highly desirable.

2.1 The system model

The sparse microwave imaging radar system model is given as [7]

y = Φx+ n = ΘHΨα+ n, (1)

where y is the measured echo data, x is the back-scattering coefficients of the scene, n is the additive

noise, andΦ is the measurement matrix of radar system, it is defined asΦ = ΘH withΘ being the matrix

for the sparse/compressed sampling strategy of the radar echoes and H being the observation matrix of
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radar system. The terminology “observation matrix” here is different from “measurement matrix”, for

the “measurement matrix” in equation (1) in fact includes two components: observation and sampling.

Observation matrix H only refers to the former one, and it is determined by the radar hardware. The

vector x can be decomposed into x = Ψα with Ψ being a dictionary and α being corresponding sparse

coefficient vector. The detailed expression of these matrices and vectors can be found in [7,11].

According to the afore-mentioned sparse signal processing theory, x can be reconstructed by

x̂ = Ψ · {argmin
α

‖α‖1, s.t. ‖y −ΘHΨα‖2 < ǫ}, (2)

where ǫ = ‖n‖2. When the observed scene is presumed as sparse, then the Ψ is chosen as identity matrix,

which means it contains very few dominate scattering targets in the whole scene. In this situation the

reconstruction of the scene is given by

x̂ = argmin
x

‖x‖1, s.t. ‖y −Φx‖2 < ǫ. (3)

2.2 The reconstruction algorithm

Recently, many researchers have tried the combination of sparse signal processing method and the con-

ventional radar imaging framework. Moreover, such kind of methods can be ameliorated by decoupling

the azimuth and range of the raw data to uplift the computation efficiency [12]. The concept of decou-

pling azimuth and range lies in the formation of SAR signal from the reflective image of the observation

area. Intuitively, the measurement matrix can be analyzed as a azimuth convolution matrix Ha imposed

on the reflective image to obtain Doppler history, a range-azimuth migration operator M (·) to generate

two-dimensional impulse response, and a range convolution matrix Hr to complete the 2D echo signal Y :

Y ≈ Θ (M (Ha ·X)Hr) , (4)

where X is the 2D SAR image obtained by reshaping the column vector x to 2-D grid range-wisely. The

state-of-art SAR imaging algorithms are suitable for implementation of the approximate procedure and

similar accelerated algorithm has been applied to real data with uniform sampling schemes.

The sparse microwave imaging algorithms are also applicable to multi-channel SAR systems [10].

The conventional multi-channel imaging algorithm is based on frequency reconstruction [13]. It is able

to recover the true spectrum from the nonuniform samples, however the performance is sensitive to

the selection of PRF. A frequency domain method based on sparse regularization technique shows the

robustness of non-uniform sampling scheme towards azimuth direction [14]. The decoupled model for

channel i can be formulated as follows,

Yi = Gi {X}+Ni, (5)

where Yi represents the echo of channel i, X is the 2D full-resolution SAR image, and Gi {·} stands for

the operator that exploits X to generate the echo signal of channel i,

Gi {X} = F ′
a(S ⊙ T {Pi ⊙ (FaX)Fr}F

′
r ⊙Q), (6)

where ⊙ stands for Hadamard multiplication, F and F ′ are the discrete fourier transform matrix and its

inverse matrix. The subscripts a and r refer to the azimuth and range directions respectively. Pi(m,n) =

exp
{

jπf2
a (m)/ka(n)

}

·exp {−jπ∆xi(n)fa(m)/v} denotes the azimuth convolution matrix which multiplies

the phase that requires channel i and v for the platform velocity, fa(m) is the azimuth frequency in the

mth row, ka(n) is the azimuth modulation rate in the nth column and ∆xi(n) is the distance between

the ith receiving antenna to the transmitting antenna. T {·} folds the azimuth spectrum due to the

sub-sampling. Q and S are carried out using the standard phase functions Φ1 and Φ2 of chirp scaling

algorithm [15]. By combining all the channels, the reconstruction written as,

X̂ = argmin
X̂

∑

i

‖ Yi − Gi{X̂} ‖22 +µ ‖ X̂ ‖1, (7)
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Figure 1 The iterative spectrum reconstruction for multichannel subsampling in case of three channels.

where µ is the regularization parameter.

This is an ℓ1 regularization problem [16]. For instance, we use a three-channel model. The diagram of

the iterative spectrum reconstruction algorithm for solving (7) is shown in Figure 1 [14]. The SAR image

contains full bandwidth doppler spectrum. The estimated signal for channel i, i = 1, 2, 3 is obtained by

respectively applying Gi{·} on X̂ and the bandwidth to one third of the full one. The residual echo signal

Yi −Gi{X̂} then passes through the imaging operator Ii{·} and forms a newly designed SAR image. As

can be inferred above, Gi{·} is linear and Ii{·} is the conjugate transpose of Gi{·}. In the next step, the

thresholding function is applied to regularize the current estimation of X̂.

2.3 Evaluation [7, 17]

As the sparse microwave imaging is based on a nonlinear framework, the classic evaluation tools of

imaging radar are no longer applicable here. New evaluation tools are required. To evaluate radar

system performance, we suggest the use of three-dimensional phase transit diagrams [17].

3 Sparse microwave imaging system design principles

In this section, we will discuss the principles for designing sparse microwave imaging system. As discussed

before, not all advantages of sparse microwave imaging can be included in a single design. In this paper, we

mainly focus on one improvisation brought about by sparse microwave imaging which is the requirement

of lower PRF for achieving wider swath.

Firstly, we will introduce the sampling schemes of sparse microwave imaging especially in the az-

imuth direction. As per earlier report, a random under-sampling provides the best reconstruction perfor-

mance [18]. The random sampling has the lowest sampling rate requirement and the best reconstruction

probability. But a completely random sampling has an obvious disadvantage. Though the average sam-

pling rate under this scheme could be quite low, the minimal interval between two samples might be very

short i.e. the maximal instantaneous sampling rate might be very high. Hence, the observation swath

is still limited. As a solution, a random under-sampling with guaranteed minimal pulse repetition time

(PRT) is exploited to reduce PRF and increase the swath. Examples of such sampling schemes include

jittered sampling [7,19,20] and Poisson disk sampling [21], here we use the jittered sampling.

Secondly, we suggest that the imaging swath could be even increased with applying the dual/multi-

channel technologies. The selecting range of PRF is even looser under the multi-channel constraints.

Finally, the considerations of related radar parameters such as bandwidth, SNR and beam scanning

are discussed.

3.1 Sampling scheme

Different sampling schemes lead to different imaging performance. Advantages and disadvantages of

different sampling schemes have been discussed in detail in [7]. In this paper, we mainly consider the

jittered under-sampling strategy as the sampling scheme for sparse microwave imaging. Implementation

of such scheme is relatively simple and requires a minor change to the PRF scheduling of the radar as it

is aimed at modifying the PRF of the radar. The under-sampling scheme is based on a regular under-

sampling which is perturbed slightly by a random distributed jittering. It is shown in Figure 2. As the
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Figure 2 Jittered under-sampling scheme. (a) Compared with uniform under-sampling scheme, the sampling time of

jittered under-sampling scheme is perturbed by additional factor; (b) the zoomed out of the red dash rectangle.

radar moves along its path, the nth pulse is transmitted at tn, which is expressed as:

tn = n/ [α · PRF] + ǫn, (8)

where PRF is the conventional pulse repetition frequency, α ∈ (0, 1] is the under-sampling factor, ǫn is

the perturbing factor. Assume that ǫn is a uniform random variable which distributes in [−tp/2, tp/2].

Then the sampling interval ∆tn = tn − tn−1 is between [α · PRF− tp, α · PRF+ tp].

The jittered under-sampling scheme serves two major purposes. Firstly, by under-sampling in the

azimuth direction and by reconstructing employing sparse microwave imaging method, it enlarges the

swath. Secondly, the random changes imposed on the regular PRT can break up the periodicity of the

aliasing artifacts and preserve the high frequency energy [20].

3.2 PRF selection

The sparse microwave imaging also has the potential to ease constraints on the selection of PRF for

multi-channel imaging radar system, or the displaced phase center antenna (DPCA) mode. In a single-

platform multi-channel system, the channel distance and the platform velocity are fixed and a specific

PRF will be required [22]

PRFopt =
2 · v

I · dr
, (9)

where v is the platform velocity, I > 2 is the number of channel, dr is the subaperture distance. Under this

PRF, a spectrum reconstruction method was proposed which could significantly suppress the ambiguous

energy [13]. However, such a reconstruction is sensitive to PRF and not adaptive to under-sampling. It

means that, such optimized PRF must be precisely followed as shown in Figure 3(a). If not so, recovery

error would occur leading to failure in imaging. Unfortunately, such a rigid selection of the PRF may be

in conflict with the timing diagram for some incident angles, i.e. sometimes the optimized PRF would

cause quite a narrow swath.

The sparse microwave imaging method can be used to overcome this conflict. By utilizing sparse

reconstruction algorithms, We can loose the constraint of PRF and exploit the random sampling scheme

along azimuth direction. With regard to system design, it would be advantageous to take more PRF

selections (compared to only one optimized candidate PRF) to avoid conflict in timing diagram and

obtain a wider swath.

3.3 Bandwidth, SNR, and beam scanning, etc.

Here we will discuss the considerations of other related radar parameters. Starting with the signal

bandwidth. Both theoretical research and experiments show that the bandwidth requirement of sparse

microwave imaging system is at the same level as in the conventional imaging radar system [7]. It means

that the signal bandwidth is selected under the same constraint as in the conventional SAR according
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Figure 4 Illustration of obtaining wider swath by the application of sparse sampling. (a) The 2nd beam of RadarSat

Fine mode, PRF = 1257 Hz, which covers the incident angle between 39.3◦ and 42.1◦, about 50 km ground range swath;

(b) our design using sparse microwave imaging scheme with PRF = 947 Hz, the swath is approximately 100 km.

to the discrimination of the required system. While, if the scene is sparse, the distinguishing ability of

imaging system could be enhanced. Secondly, the SNR and transmitting power. In the sparse microwave

imaging theory, a minimal system SNR is required. If the SNR is too low, the sparse reconstruction

might fail. So the system SNR must be acceptable within the limits. Simulations and experiments show

that the SNR that is at the same level of conventional SAR is enough for sparse reconstruction [7]. This

requirement could be satisfied by enhancing the transmitting power, expanding the pulse duration time

and enlarging the antenna area. Thirdly, the beam scanning technologies, for example the ScanSAR [23]

and TOPSAR [24], could also be used to increase the system swath. In this case, the system designing

principles are kept constant.

4 Design examples

This section gives an example of SAR system design to demonstrate the applicability and potentials

of the sparse microwave imaging framework to obtain wider swath with higher geometric resolution.

The selection of key parameters for imaging is mainly based on the fine mode of RadarSat system [25].

Afterwards, a performance analysis is carried out.

The example of the design is provided to prove that by sparse sampling in azimuth direction, we can

obtain wider swath. The timing diagram is shown in Figure 4. The F2 beam of RadarSat fine mode in
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Table 1 System design parameters for single channel

F2 beam of RadarSat fine mode Our design

Incident angle (◦) 39.3–42.1 39.1–44.9

PRF (Hz) 1257 947

Swath width (km) 50 100

Bandwidth (MHz) 26 26

Azimuth resolution (m) 9 9

Range resolution (m) 10 10

Pulse duration (µs) 42 55

Raw data rate (Mbps) (Estimated using 8bit quantization) 200 280

Average radiated power (W) 300 300

NEσ0 (dBm2/m2) −25 −25

Table 2 System design Parameters for dual channels

Routine DPCA DPCA + sparse

Incident angle (◦) 35.1–37.1 35.0–40.5

PRF (Hz) 1491 1147

Swath width (km) 30 90

Bandwidth (MHz) 80 80

No. of sub-apertures 2 2

Azimuth resolution (m) 3 3

Range resolution (m) 3 3

Pulse duration (µs) 42 50

Raw data rate (Mbps) (Estimated using 8bit quantization) 800 1500

Average radiated power (W) 350 350

NEσ0 (dBm2/m2) −21 −21

the timing diagram is shown in Figure 4(a), which has 50 km swath width with the PRF of 1257 Hz.

In our design, the azimuth sampling rate is reduced to 947 Hz, which is 76% of the classical one and

is numerically justified for imaging the sparse scene. The PRF selection for sparse microwave imaging

is shown in Figure 4(b). The incident angle varies from 39.1◦ to 44.9◦, covering about 100 km swath

coverage, which is twice compared to the fine mode beam. The parameters are listed in Table 1.

The performance analysis is also given in Table 1. In this design the range sampling rate is set to 1.2·Br,

where Br denotes the bandwidth of the transmitted signal. The received echo is quantified with 8bit width

in both I/Q channel. To keep the signal noise ratio (SNR) in the same level, we consider increasing the

duration of the transmit pulse. Received noise coefficient is 3.5 dB. Received noise temperature is 795 K.

The dual channel mode can also exploit the sparse microwave imaging to loose the selection of PRF

and achieve even higher swath. We simulate the DPCA system parameters by using the parameters of

ultrafine mode of Radarsat-2 as the reference. The ultra-fine mode in the timing diagram has 30 km

swath width with PRFopt = 1491 Hz. In our design, the azimuth sampling rate is reduced to 1147 Hz,

which is 77% of the conventional one. In Table 2, the DPCA together with sparse microwave imaging

increases the swath to 3 times of the routine DPCA. The sparse microwave imaging can be applied to

TOPS mode to obtain much more wider swath.

5 Results of first airborne experiment

The final purpose of studying these principles is to design a novel optimized sparse microwave imaging

radar system. As an initial attempt, we will briefly introduce an airborne experiment that was con-
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Table 3 Experiment setup and radar system parameters

Parameter Value

Platform Cessna “Citation”

Height 3900 m

Velocity about 108 m/s

Bandwidth 500 MHz/80 MHz

Center frequency 5.6 GHz

Antenna azimuth length 0.9 m

Pulse duration 38 µs

PRF Average 768 Hz

(a)                                                         (b)                                                         (c)

Figure 5 The imaging results of different azimuth sampling strategies. (a) The full-sampled target scene; (b) 60% uniform

under-sampling; (c) 60% jittered under-sampling.

ducted in September 2013, Tianjin, China. In this experiment, we mainly test the jittered azimuth

under-sampling. Other consideration e.g. the multi-channel will be verified in future experiments. We

implemented the jittered azimuth sampling hardware.

5.1 Experiment setup

The system parameters are given in Table 3. We selected several locations in this experiment. All of

them are sparse scenes including salt pans and harbors located by the seashore of Tianjin, China.

5.2 Initial result and analysis of jittered sampling

The experiment is still in pipeline. And the major results will be discussed in detail in our later publi-

cations. As one of the results of some initial analysis, we would like to demonstrate the effectiveness of

jittered azimuth sampling here.

We select a sparse scene of salt pans as the target scene. The full-sampled image is shown in Figure 5.

The estimated sparsity is about 4.5%, where the sparsity denotes the percentage of pixels that brighter

than average. We achieve this same scene with two different azimuth sampling strategies: uniform 60%

under-sampling and jittered 60% under-sampling (The percentage is compared with the Nyquist rate).

The imaging results of two sampling schemes are given in Figure 6. From the figures it is quite clear that

the result of uniform sampling fails to image in Figure 6(a), while the result of jittered sampling performs

well in Figure 6(b).

We also used the phase transit diagram to evaluate the experimental result. Along with the experi-

mental parameters, phase transit diagrams of both uniform and jittered sampling schemes are given in

Figure 6. The phase transit diagram is calculated with SNR = 30 dB. The red area means the “fail”

area, and the blue area denotes the “success” area. We can find that under the experimental condition,

the uniform sampling drops into the “fail” area as shown in Figure 6(a), while the jittered sampling lies

in the “success” area in Figure 6(b). This fits our experimental result precisely.
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Figure 6 The phase transit diagram of different azimuth sampling strategies. Yellow circle is the point that represents

the experiment parameters. (a) Uniform under-sampling; (b) jittered under-sampling.

6 Conclusion

In this paper we discussed the system design principles of sparse microwave imaging radars. The design

principles include the system sampling, multi-channel mode and radar parameter selection. According

to these principles, we suggest the design example, and verify the principles via experiments. The sparse

microwave imaging system has many advantages. The reduction of PRF leading to increase of swath is

only one aspect of it. The other potential advantages of sparse microwave imaging such as the increase

of distinguishing ability and lower system complexity are not considered in the design example of this

paper. Further work on both design principles and experiments are in progress.
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