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Abstract Traditional equalization algorithms for multiple input multiple output (MIMO) systems suffer from

high complexity and low convergence rate. So an improved adaptive reduced-rank joint detection algorithm

of multistage Wiener filter (MSWF) based on rectangle blocking matrices is proposed. The MSWF is imple-

mented by the correlation subtraction algorithm (CSA) structure and is called unitary multistage Wiener filter

(UMSWF). The new scheme adopts rectangle submatrix as blocking matrix, which is chosen from the square

blocking matrix for UMSWF. The proposed algorithm can reduce the size of the observation data vectors step

by step in the forward recursion decomposition of UMSWF. Thus, the computational complexity is reduced and

the convergence rate is increased. Theoretical analysis and simulation results show that this improved adaptive

reduced-rank joint detection algorithm of UMSWF based on rectangle blocking matrix has better performance

such as lower complexity and faster convergence rate. In particular, simulations are conducted in the vertical-

Bell Labs layered space-time (V-BLAST) system which adopts BPSK modulation, where 4 and 8 antennas are

equipped at the transmitter and receiver, respectively. Compared with traditional equalization algorithm based

on UMSWF, our new method can achieve the same BER performance at high SNR with only 0.5 times that of

computational complexity.
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1 Introduction

The equalization technology can effectively eliminate inter-symbol interference (ISI) and improve perfor-
mance in frequency selective MIMO systems. So it is very important to study an equalization algorithm
for frequency selective fading channels. The computational complexity and convergence rate are two of
the most important metrics to evaluate the equalization algorithms. Therefore, the design of the equalizer
aims at achieving a faster and more stable convergence performance and a better bit error rate (BER)
performance with fewer taps [1].

The essence of reduced-rank filtering algorithm is to project the received signal vectors onto a low-
dimensional subspace to obtain the optimal filter coefficients in a low-dimensional sub-space. Thereby it
∗Corresponding author (email: pyren@mail.xjtu.edu.cn)
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can reduce the complexity of the receiver and speed up the algorithm convergence rate. The reduced-rank
filtering algorithm performs better than full-rank algorithm with fewer samples. The most commonly used
strategies for reduced-rank are principal component (PC) algorithm and cross-spectral (CS) measurement
method [2]. These two algorithms are both based on eigenvalue decomposition with significant high
computational complexity. The performance of PC decreases rapidly with the reduction of the sub-
space dimension, and CS is better than the PS in the sense of mean square error (MSE). However, the
computational complexity of CS is much higher than that of PS. In order to reduce the complexity, the
multistage Wiener filter (MSWF) implemented by a nested chain of scalar Wiener filters was presented
and analyzed in [3]. When the rank of the filter is much lower than the dimension of the receive signals,
this new approach obtains lower-dimensional subspace-based vector by a series of update processes and
the performance of MSWF is similar to that of the full rank MMSE. The computational complexity of
this method is low and the convergence rate is fast, and thus it can track the time-varying channels
quickly.

Based on the analysis of the algorithms for implementing MSWF, an efficient implementation of MSWF
named correlation subtraction algorithm (CSA) is proved to be an UMSWF. The rank reduction per-
formance of UMSWF is superior to the original MSWF proposed by Goldstein et al. [4]. In previous
work, the MSWF has been applied in an asynchronous code-division multiple-access (CDMA) system to
suppress the multiple-access interference [5, 6]. It has been shown that MSWF can offer a significant
reduction in subspace dimension compared to other reduced-rank algorithms for a target performance
[5]. In time dispersive radio channels, the performance of linear filters degrades dramatically by more
frequent nulls in their spectral characteristics. The well-known nonlinear decision feedback equalizer
(DFE) is used to overcome this problem in [7]. The authors in [8, 9] studied the adaptive reduced-rank
equalization based on joint iterative least squares optimization. It has been shown that the performance
of these algorithms is much better than that of traditional algorithms, but the complexity of them is
relatively high. Moreover, a computationally efficient preconditioned block conjugate gradient (PBCG)
algorithm is discussed in [10], which turns out to outperform the standard BCG algorithm concerning the
complexity-performance ratio. The work of [11] applied RUMSWF to adaptive array, and the simulation
results showed that the RUMSWF had superior performance. An equalization algorithm based on UM-
SWF using square matrix as blocking matrix was proposed in [12, 13]. This algorithm can attain near
full-rank BER performance with a high computational complexity in the forward recursion decomposi-
tion. A joint antenna detection scheme for time-varying channels was proposed for low-complexity MIMO
multi-user receiver [14]. This scheme was also used in MIMO uplink, which decreases the computational
complexity by an order of magnitude in multi-carrier code division multiple access (CDMA) system using
parallel interference cancellation (PIC) after the matched filter. Earlier equalization algorithms based on
MSWF have better BER performance; however, the computational complexity is a little higher.

In this paper, a new scheme based on UMSWFRE, named RUMSWFRE, is proposed. This new
reduced-rank joint detection algorithm modifies the blocking matrix of UMSWF into a rectangular ma-
trix, thus reducing the size of the observation data vectors step by step in the forward recursion decompo-
sition of UMSWF. Moreover, the new rectangular blocking matrix is implemented by CSA to ensure the
good reduced-rank performance. Consequently, the computational complexity of the proposed reduced-
rank equalization algorithm is lower and the convergence rate is faster than the traditional equalization
algorithms.

The rest of the paper is organized as follows: In section 2, the system model for frequency selective
MIMO system is introduced. In section 3, the details of proposed adaptive reduced-rank joint detection
algorithm based on RUMSWF are described. Section 4 is devoted to the performance analysis of the new
approach. In section 5, numerical results are provided, followed by conclusions in section 6.

2 System model

Consider a MIMO system with M antennas at the transmitter and N antennas at the receiver. The
signals from M antennas are transmitted over frequency selective fading channels with L propagation
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paths, which are received by N antennas. The channel impulse response is described by

H =
L−1∑

l=0

Hlδ(i − l), (1)

where the N × M matrix Hl denotes the fading channel coefficient of the lth path. The M × 1 vector
s(k) = [s1(k), . . . , sM (k)]T is composed of the data symbols transmitted from the M antennas at the kth
time instant. We assume that all the si(k) of s(k) are independent and identically distributed (i.i.d.).
The N × 1 received signals vector is given by

y(k) =
L∑

l=0

Hls(k − l) + n(k), (2)

where the N × 1 vector n(k) = [n1(k), . . . , nN(k)]T is a complex Gaussian noise vector with zero mean
and E[n(k)nH(k)] = σ2I.

Assuming that the length of the linear equalizer is Nf (i.e. there are Nf taps in the filter), we expand
s(k), y(k) and n(k) in time domain at the time instant k = 0, . . . , Nf − 1. We can get

s̃(k) =
[

sT(k) · · · sT(k − Nf − L)
]T

,

ỹ(k) =
[

yT(k) yT(k − 1) · · · yT(k − Nf)
]T

,

ñ(k) =
[

nT(k) · · · nT(k − Nf )
]T

.

So, the matrix can be expressed as
ỹ(k) = H̃(k)s̃(k) + ñ(k), (3)

where

H̃ =

⎡

⎢⎢⎢⎢⎢⎣

H0 · · · HL 0 · · · 0

0 H0 · · · HL
. . .

...
...

. . . . . .

0 · · · 0 H0 · · · HL

⎤

⎥⎥⎥⎥⎥⎦

is an L-line diagonal matrix, composed of N × M multi-path channel matrix Hl.

3 Adaptive reduced-rank joint detection algorithm of unitary multistage
Wiener filter based on rectangle blocking matrix

The work of [11] shows that the convergence rate of equalizer can be improved and the computational
complexity can be reduced by optimizing the blocking matrix of the MSWF. In this paper, motivated by
the idea in [9], we apply RUMSWF to adaptive equalization to reduce the complexity of the equalization
algorithm and speed up the convergence rate. The new structure adopts a rectangle block matrix as a
blocking matrix. It has the advantages of both square blocking matrix and rectangular blocking matrix.

Consider the matrix form of the system model described in section 2. At the kth time instant, the
input of the UMSWF is ỹ(k) = H̃(k)s̃(k) + ñ(k). Then after the Dth forward recursion decomposition
[3], we can get the desired D dimensional signal from the N × 1 observation signal vector x0(k). So, the
Dth reduced-rank after RUMSWF can be described as

d(k) =
[

d1(k), . . . , dD(k)
]

= T H
Dx0(k), (4)

TD =
[
h1, h2B1, . . . , hD−1

1∏

i=D−2

Bi, hD

1∏

i=D−1

Bi

]
= [t1, t2, . . . , tD], (5)
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where di(k) is the ith ideal scalar signal. The normalized cross-correlation vector is h1, . . . , hN , a unit
vector in the direction of the cross-correlation vector between the desired signal and the observation
vector. Then I − hih

H
i , i.e. the N × N matrix Bi, is the blocking matrix which spans the nullspace of

the cross-correlation, such that Bihi = 0, i = 1, . . . , N . The rank of Bi is N − i. The pre-filter matrix
is TD. The rank of the N × 1 observation signal vector can be reduced by the pre-filter matrix and we
can get the desired D dimensional signal. The pre-filter matrix can be attained by truncating the Dth
forward recursion equations of the MSWF.

Let us define the superscript of the matrix or vector (·)i as the first i rows of the matrix or vector,
such as h

(N−1)
1 denoting the first N − 1 rows of h1. The equation B1 = I − h1h

H
1 must satisfy equation

BN−1
1 h1 = 0 while MSWF is implemented by the CSA. In this paper, we replace B1 with BN−1

1 , i.e.,
choosing the first N − 1 rows of B1 as the (N − 1) × N blocking matrix. This alternative retains all
the information of ỹ(k), because the rank of B1 is N − 1. The details of the conclusion are shown in
Lemma 1.

Lemma 1. For the specific structure (i.e. the orthogonal projection matrix) given by the (N − i + 1)×
(N − i + 1) matrix Bi, the rank of that new matrix which is composed of the first N − i of Bi rows will
not be reduced (proof omitted due to lack of space).

It can be seen from Lemma 1 that we adopt the (N − i) × (N − i + 1) rectangle matrix B
(N−i)
i as

the blocking matrix, which can retain all the information of ỹ(k). This structure takes advantage of the
rectangle blocking matrix to reduce the size of the observation vectors step by step; on the other hand, it
does not need a separate solution for blocking matrix by using CSA. By this way, it can also reduce the
storage capacity and reduce the computational complexity. For example, the computational complexity
of xi(k) = Bixi−1(k) is O(N2), while by adopting CSA we only need the complexity of O(N) to compute
xi(k) = xi−1(k)−hi di(k). As a result, the reduction of computational complexity is significant when the
number of receiving antennas (i.e., N) is large. To sum up, we give the structure of RUMSWF in Figure
1. In Figure 1, x0(k) is the N × 1 received signal vector and di(k) is the ith ideal scalar signal, while wi

is the “weight” vector for the Wiener filter to estimate the scalar di−1(k) from the vector xi−1(k), and
εi is the error signal at each stage.

The adaptive reduced-rank RLS joint detection algorithm based on RUMSWF is similar to the full-
rank RLS algorithm. The problem of updating both the normalized cross-correlation vector and the
blocking matrix is to be solved. Let us define s1 and λ as the reference signal and forgetting factor,
respectively. The forgetting factor can reduce the importance of the sampled data, which is used for
eliminating the impact of the current input vector. So, it actually represents a temporal correlation and
it satisfies 0 < λ � 1. In summary, the reduced-rank adaptive MIMO joint detection algorithm based on
RUMSWF can be presented as follows:

Step 1. Update the normalized cross-correlation vector and the blocking matrix. At the kth time
instant,

R̂(k) =
k∑

i=0

λk−iỹ(i)ỹ(i)H = ỹ(k)ỹ(k)H + λR̂(k − 1), (6)

r̂(k) =
k∑

i=0

λk−iỹ(i)sm(i)∗ = ỹ(k)sm(k)∗ + λr̂(k − 1), (7)

where R̂(k) denotes the auto-correlation matrix E[ỹ(k)ỹ(k)H] of the observation signal vector for Classical
Wiener solution. At the same time, r̂(k) is the cross-correlation vector E[ỹ(k)s∗m(k)] of the desired signal
sm(i) and the observation signal vector ỹ(k). Then, we can get

h1(k) = ỹ(k)s∗1(k) + λh1(k − 1), (8)

B1(k) = I
(N−1)
N − h1(k)(N−1)(h1(k)(N−1))H. (9)
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Figure 1 The implement structure of RUMSWF.

Step 2. According to x0(k) = ỹ(k), get the forward recursion decomposition equation for i = 1, . . . , D.

di(k) = hH
i xi−1(k), 1 � i � D,

xi(k) = Bixi−1(k) = x
(N−i)
i−1 (k) − h

(N−i)
i di(k), (10)

hi+1(k) = xi(k)d∗1(k) + λhi+1(k − 1), (11)

Bi+1(k) = I
(N−i−1)
N−i − (hi+1(k))(N−i−1)((hi+1(k))(N−i−1))H, (12)

where superscript (·)∗ denotes conjugate operation, hi is the (N − i + 1) × 1 vector and xi(k) is the
(N − i)× 1 vector. The dimension of xi(k) is decreased step by step with the increase of the filter rank.

Step 3. Adopt the backward recursion decomposition equation for i = 1, . . . , D, which is the same as
that of UMSWF [11].

dD(k) = εD(k), (13)

wi(k) =
εi(k)d∗i−1(k)

|εi(k)|2 , (14)

εi−1(k) = di−1(k) − w∗
i εi(k). (15)

Finally, we can get the output of the equalization

ŝ1(k) = w∗
1(k)ε1(k). (16)

4 Performance analysis

4.1 Complexity

Since most of the operations in MSWF are vector multiplication, in the case of single transmitting an-
tenna, we define the length of the equalizer as Nf and the rank of reduced-rank MSWF as D. The main
factors of the complexity in equalization algorithm are the forward and backward recursion decomposition
of MSWF and the updating of the reduced-rank RLS. The complexity comparison of the three equal-
ization algorithms based on MSWF is shown in Table 1. The GRS-MSWFRE represents the traditional
equalization algorithm based on MSWF and the UMSWFRE is the equalization algorithm in [11] based
on UMSWFRE. The RUMSWFRE represents the joint detection algorithm based on rectangle blocking
matrix UMSWF proposed in this paper.

The backwardness of recursive synthesis is identical in three algorithms, so the difference in complexity
attributes to the forward recursion. The improved joint detection algorithm based on RUMSWF takes
advantages of both rectangle blocking matrix and CSA. In this new algorithm, we do not need to make
a separate solution for blocking matrix and the size of the observation vector xi(k) is decreased step by
step with the forward recursion. Hence, it can effectively reduce the computational complexity. For ex-
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Table 1 The complexities of three equalization algorithms (the times of the complex multiplication)

Algorithm

Forward recursion The complexity for

The complexity for The complexity for reduced-rank

xi(k) = Bixi−1(k) di(k) = hH
i xi−1(k) RLS updating

GRS-MSWFRE
Nf [N2 + (N − 1)2+

Nf [N + (N − 1) + · · · + (N − D)] O(MDNf N2)
· · · + (N − D + 1)2]

UMSWFRE Nf ND Nf N(D + 1) O(MD[Nf + 1]N)

RUMSWFRE
Nf [(N − 1) + · · ·

Nf [N + (N − 1) + · · · + (N − D)]
O(MD[(Nf + 1)N

+(N − D)] −Nf D(D + 1)])

Table 2 The complexities of algorithms with different transceiver antennas (the times of the complex multiplication)

System GRS-MSWFRE UMSWFRE RUMSWFRE

V-BLAST Forward Reduced-rank Forward Reduced-rank Forward Reduced-rank

Nf = 3, L = 3 recursion RLS updating recursion RLS updating recursion RLS updating

BPSK modulation

M = 4, N = 16,
2748

12288
432

1024
372

784

D = 4 O(104) O(103) O(102)

M = 4, N = 16,
4200

24576
816

2048
600

1184

D = 8 O(104) O(103) O(103)

M = 4, N = 16,
4578

30720
1008

2560
678

1240

D = 10 O(104) O(103) O(103)

M = 4, N = 16,
4896

49152
1584

4096
768

1320

D = 16 O(104) O(103) O(103)

ample, the computational complexity of xi(k) = Bixi−1(k) is O(N2), while it is reduced to only O(N)
adopting CSA to compute xi(k) = xi−1(k) − hi di(k).

As shown in Table 1, the times of multiplications of the improved adaptive equalization algorithm based
on RUMSWF are reduced by MDNfD(D + 1) compared to that of the algorithm based on UMSWF
for each stage. Consequently, the reduction for overall updating equalization is MNf [12 × 2 + 22 × 3 +
· · · (D − 1)2 × D]. It reduces almost Nf (D+1)

MN(Nf+1) computational complexity of the UMSWFRE [11]. It
can be seen that there is a significant computational complexity reduction in the improved equalization
algorithm.

Table 2 lists the complexities of different algorithms with different reduced-rank dimensions. The com-
plexity of the improved adaptive joint detection algorithm based on RUMSWF increases with the stage
of the filter. In the same case, the updating of improved equalization algorithm is an order of magnitude
lower than that of GRS-MSWF algorithm, about half that of UMSWF algorithm. The efficiency of the
improved equalization algorithm is higher than those of the other two algorithms.

4.2 BER

Let us take s1(k) as the reference signal, w1(k) as the linear weighted vector, and y(k) as the received
signal. The output ŝ1(k) is the estimation of s1(k). The signal to interference plus noise ratio (SINR) of
the linear equalizer output is defined as (see [5])

SINR = σ2
s(|wH

1 h1|2/wH
1 RIw1), (17)

where σ2
s denotes the power of s1(k) and h1 is the cross-correlation of the transmitted and received

signals. The covariance matrix of the interference plus noise is RI =
∑M

i=2 hih
H
i + σ2I. Then, we can

define the BER as

pe(1) =
1

2M−1

∑

[s2 ··· sM ]∈{1,−1}M−1

Q

(
σsw

H
1 h1 −

M∑

m=2

σsw
H
1 h1sm/σ

√
σswH

1 w1

)

≈ Q(
√

SINR), (18)
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where Q(x) =
∫ ∞

x
1√
2π

e−
t2
2 dt is the Gaussian cumulative distribution function. It is obvious that the

higher the output SINR, the better the BER performance. When we fix the transmitted signal power at

σ2
s = 1, the BER of the output signal is pe(1) ≈ Q

(√
wH

1 h1hH
1 w1

wH
1 RIw1

)
. We can get the Dth output SINR of

the RUMSWF from the derivation for UMSWF [11],

SINR(D) = hH
1 TD(T H

D RITD)−1T H
Dh1. (19)

Finally, we can obtain the BER of the reduced-rank equalization based on RUMSWF for MIMO

pe(1) ≈ Q(
√

SINR(D)). (20)

4.3 Stage of the RUMSWF

When the stage of the MSWF is different, i.e., the rank D is different, the BER of the reduced-rank joint
detection is different, proving that the Dth SINR of MSWF satisfies the following formula with the stage
for D � 0:

SINR(D+1) =
P

σ2 + α P
1+SINR(D)

, (21)

where P is the received power of each user. If there is only one user, it has the received signal power.
The ratio of the number of the users to the received antenna is α = K/N and the noise power is σ2.
Formula (19) converges to the full-rank MMSE BER [5] with the increase of D. Especially, if σ2 = 0, as
SINR(0) = 0 and SINR(1) = P/(σ2 + αP ), we can get

SINR(D) =
D∑

n=1

α−n =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

α−D − 1
1 − α

, α < 1,

D, α = 1,

1 − α−D+1

1 − α
, α > 1.

(22)

In this paper, we just discuss the case α = (1/N) < 1. So, the output SINR of MSWF converges to the
full rank BER. At the same time, we know that MSWF is equivalent to projecting the received signal onto
a low dimensional subspace. The dimension of the subspace is the stage of the MSWF. Consequently,
the performance of RUMSWF depends largely on the approximation to the signal subspace. Generally
speaking, in order to get the full rank SINR, the required stage of the MSWF is gradually increased. But
when the stage is increased to a certain level, the BER is close to the full rank BER and the performance
improvement will become less obvious. The reason is that when we project the received signal onto a low
dimensional subspace, the noise vector included in received signal is also projected onto the same subspace.
We expect that the low dimensional subspace can suppress the noise outside the projection subspace as
much as possible. There are two effects of the subspace projection: on the one hand, the higher the
subspace projection dimension, i.e., the more the stage of MSWF, the more the signal components of
subspace and the better the approximation we can get, but the subspace eliminates more noise subspace
components. When the dimension of the projection subspace equals the signal subspace dimension, the
two spaces become identical, but no noise is eliminated. On the other hand, the lower dimension of the
projection subspace can eliminate more noise components. When the projection subspace is Null Space,
it can completely eliminate the noises, but it has no ability to approximate the signal subspace. Thus
the noise component plays a major role in the system performance for low SNR cases. In these cases,
although the projection subspace cannot well approximate the signal subspace, the performance gain
brought by eliminating the noise component is greater than the loss caused by bad approximation of
signal subspace. So, the overall performance is better. Similarly, the noise component is very small in
high SNR cases; the performance gain brought by eliminating the noise component is far from enough to
offset the loss of that caused by less accurate approximation of signal subspace. Therefore, the projection
subspace dimension must be increased to achieve the desired performance in these cases.
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5 Simulations results

We consider a V-BLAT system with M = 4 antennas at the transmitter and N = 8 antennas at the
receiver. The signal from each transmitting antenna is modulated by BPSK and has the same power.
The channel is a frequency selective Rayleigh fading channel with propagation paths L = 3. Moreover,
the length of the equalizer is Nf = 7. The power in each path is exponentially distributed and the corre-
sponding spectrum follows Jake’s model. The multipath fading coefficient of each antenna is independent
and follows complex Gaussian distribution with unit variance. There is no channel coding in this system.
The noise is complex Gaussian white noise with zero mean and the power changes with the signal-to-noise
ratio (SNR). In our simulations, there are 1000 bits in each frame [11]. Monto Carlo simulation is used
for simulations.

5.1 BER performance

We consider the BER performance versus the SNR with optimized parameters (forgetting factor λ=0.998
[12]) for all schemes. SNR [11, 12] is the output SNR, i.e., SNR = 1

N

∑N
i=1 SNRi. SNRi denotes the

power ratio between the received signal and the noise at the ith received antenna. Figure 2 illustrates
the BER difference between the improved equalization algorithm based on RUMSWF and that based
on UMSWF. The results also indicate the BER performance of the two algorithms with a different
rank (the stage D). Our work shows that the required stages for both MSWF are gradually increased
in order to obtain full-rank MMSE with SNR from low to high. From the cases of D = 4, 8, 16, we
can see that the BER performance of UMSWF slightly outperforms RUMSWF. The reason is that we
modified the blocking matrix; MSWF is equivalent to projecting the received signal onto a low dimensional
subspace. So, the performance depends largely on the approximation of the signal subspace. However, the
equalization algorithm based on RUMSWF chooses the first N − i rows from the (N − i+1)× (N − i+1)
square matrix as the blocking matrix. If these N − i rows are linear independent vectors, in other words,
if they can form an orthogonal signal space, the N − i rows can exactly express all the information of
ỹ(k). If they are not linear independent vectors, they cannot express ỹ(k) exactly. Thus, there exists the
BER difference between the two algorithms. However, the difference is very small, which can be neglected
especially in the high SINR cases.

In Figure 3, we consider a frequency selective OFDM V-BLAST system with M = 4 and N = 8. The
system parameters are set based on IEEE 802.11a, where the channel bandwidth is B= 20 MHz and the
sampling period is 50 ns. Moreover, the subcarrier number is Nc = 512 and the guard interval is GI =800
ns. The carrier frequency is 5 GHz and the OFDM symbol period is 3.2 µs (excluding interval) [15]. The
channel coefficient adopts indoor channel model [16],

hij(τk, t) =
1√
M

L∑

k=1

ρ[k] ×
M∑

m=1

ej(2πtfi,j,k,m+θi,j,k,m)δ(τ − τk), (23)

where fi,j,k,m = fd max sin(2πui,j,k,m) stands for the discrete Doppler frequency shift and θi,j,k,m =
2πui,j,k,m is the Doppler phase. The number of oscillator is M = 60 and τk is the delay of kth path.

A comparison of BER performances between the proposed algorithm and traditional algorithms for
OFDM V-BLAST system is shown in Figure 3. The results show that the proposed algorithm has better
equalization and detection performance in OFDM V-BLAST system. At the same time, the performance
loss of our proposed algorithm is only 1.8 dB between UMSWFRE for a BER of 10−3 with rank equal to
8 and the performance gap between them is getting smaller and smaller as SNR increases. This implies
that the proposed scheme can infinitely approximate to UMSWFRE at higher SNR.

5.2 Convergence rate

We evaluate and compare the convergence rate of the two reduced-rank equalizers with that of the
traditional full-rank RLS algorithm. The adaptive MIMO linear equalizer employs SNR =10 dB and
forgetting factor λ = 0.998, which is used for eliminating the impact of the current input vector. Other
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Figure 2 BER performance against SNR of the Figure 3 BER performance against SNR of the reduced-

reduced-rank equalizer based on MSWF. rank equalizer for OFDM V-BLAST system.

Figure 4 Convergence performance against rank (D). Figure 5 SINR performance against rank (D), with the

fixed M=8 and different received antennas N .

parameters are the same as in subsection 5.1. The MSE of these two algorithms versus the iteration
times is shown in Figure 4. Figure 4 shows that the proposed scheme converges slightly faster than the
algorithm in [11]. Because the improved algorithm needs much lower computational complexity than the
algorithm in [11], the convergence rate is faster in obtaining the same BER. It also indicates that these
two algorithms converge much faster than the traditional full-rank RLS. Moreover, the smaller the D,
the faster the convergence rate.

Convergence rate is defined as the required time for the optimal iteration solution, which can be
taken as the speed of the search algorithm. Conventional RLS adaptive algorithm searches for the
optimal solution in the entire signal subspace, and the convergence rate is proportional to the sub-space
dimension. However, the reduced-rank algorithm is different. The subspace projection greatly reduces
the scope of the search and increases the algorithm convergence rate. The lower the projection sub-space
dimension, the faster the convergence rate. The reduced-rank algorithm can only find the local optimal
solution in the reduce-dimension subspace while the conventional RLS algorithm can find the overall
optimal solution. So, the SINR of the reduced-rank algorithm is slightly lower than that of the RLS, as
shown in Figure 4. Finally, the results also show that the reduced-rank RLS cannot achieve the full-rank
MMSE of RLS when the stage D is too small.

5.3 Rank of the filter stage

We consider the SINR performance versus the rank D. The maximum output SINR for MWSF is derived
and analyzed in [10]. It is proved that the maximum output SINR is very close to minimum MSE. MSWF
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can maximize the output SINR. Figure 5 indicates the output SINR of two UMSWF with 8 transmit
antennas and various numbers of receive antennas. The other parameters are the same as those of the
simulations for BER.

The results show that the necessary number D of states does not change when employing more receive
antennas. The UMSWF algorithm can achieve full-rank SINR with D = 10 while the RUMSWF achieves
the same SINR as D = 15. The reason is that the received signals have a lot of redundancy with more
receive antennas, UMSWF finds a low-dimensional subspace by a series of orthogonal decompositions.
The subspace contains a majority of signal energy and the solutions in subspace can well approximate
the full-rank solution. Considering the property of MSWF, the M × 1 MIMO transmitted signal can get
full-rank MSE after M -stage decompositions and the performance will not be further improved with the
stage increased. Thus, the performance of reduced-rank algorithm is not affected by the number of the
receive antennas. This is also proved by simulations in [5], which shows that the necessary number of
states of MSWF to achieve full-rank SINR in CDMA systems does not change as the number of users
and/or the length of the spreading sequences increase.

6 Conclusions

In this paper, an adaptive reduced-rank joint detection algorithm based on RUMSWF was proposed.
We apply it to frequency selective MIMO systems. The new scheme modifies the blocking matrix of
UMSWF, adopting rectangle matrix as blocking matrix to reduce the size of the observation data vectors
step by step in the forward recursion decomposition. And it is chosen from the square blocking matrix for
UMSWF, which takes advantage of square blocking matrix without a separate solution for the blocking
matrix. We implemented RUMSWF into adaptive joint detection to reduce the computational complexity
of the algorithm and improve the convergence rate. The RUMSWF algorithm can effectively reduce the
times of the complex multiplication in the forward recursion decomposition and speed up convergence
rate, especially for more transceiver antennas and reduced-rank stages. Theoretical analysis and simula-
tion results showed that this improved adaptive reduced-rank joint detection algorithm outperforms the
algorithm based on UMSWF [11] in complexity and convergence rate.
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