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Energy-Efficiency Classifying Mechanism for Green IT
Framework of Big Data

Wang Lifang', Qi Yong?, Jiang Zejun', Peng Chengzhang'

(1. School of Computer Science and Technology, Northwestern Polytechnical University, Xi’an 710072, China;
2. The School of Mechanical and Electrical Engineering, Shaanxi University of Science & Technology, Xi’an 710129, China)

Abstract: Compared with the distributed processing, large data center focuses on information and commu-
nication tasks and has already made huge improvement on energy efficiency. But large data center includes tens of
millions of servers, and its energy consumption can be ever larger than one small town. Huge energy consumption
and tons of greenhouse gas emission bring many challenges to large data center in terms of energy efficiency and
emission reduction. Therefore, the establishment of green and efficient large data center is imperative. This paper
provides a framework of green IT for large data, focusing on energy efficiency classification and proposes an en-
ergy efficiency classification mechanism based on measurement model. According to the workload and energy
consumption, this paper classifies the equipment and services seamlessly into different resource pool. Power effi-
ciency, data center efficiency and carbon dioxide emissions are calculated and measured. This paper also formu-
lates energy efficiency standards which could be realized and followed. The standards make the drawing of the big
data center carbon trace possible and provide scheme for energy efficiency evaluation.

Keywords: big data; green IT; energy-efficiency classifying; energy-efficiency metric model; energy
efficiency evaluation



