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Statistical properties of Chinese semantic networks 
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Almost all language networks in word and syntactic levels are small-world and scale-free. This raises 
the questions of whether a language network in deeper semantic or cognitive level also has the similar 
properties. To answer the question, we built up a Chinese semantic network based on a treebank with 
semantic role (argument structure) annotation and investigated its global statistical properties. The 
results show that although semantic network is also small-world and scale-free, it is different from 
syntactic network in hierarchical structure and K-Nearest-Neighbor correlation.  
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Language networks are small-world and scale-free, al-
though they are built based on different principles[1]. 
Similar global statistical properties, which are shown by 
language networks, are independent of linguistic struc-
ture and typology[1–5]. If the global properties of lan-
guage network could not reflect the differences of these 
structures, how could we consider that these statistical 
properties are indicators of a language network? Do lin-
guistic structures really influence the statistical properties 
of a language network? More concretely, does syntactic 
network have the same properties with semantic or con-
ceptual one? To answer the questions, it seems necessary 
to investigate the language network based on different 
linguistic principles or levels. Syntactic networks have 
been explored in several languages[2,4,5], but the statistical 
properties of (dynamic) semantic (argument structure) 
network based on real text have not been reported yet.  

The study reported in this paper will explore these 
questions. To investigate statistical properties of seman-
tic network, we built a corpus with semantic role (argu-
ment structure) annotation. The final corpus includes 
34435 word tokens. Based on the corpus, we built a 
Chinese semantic network with 5903 nodes.  
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Considering the close relation between syntactic and 
semantic structures in a language, it is interesting to ob-
serve their differences and similarities from a view of 
complex network. In a semantic (language) network, a 
node represents an auto-semantic word, and the edge 

refers to the semantic relation between two words. Se-
mantic network is an intermediate between syntactic and 
conceptual network. Therefore semantic networks, in 
particular, dynamic semantic networks (i.e. based on real 
language usage or text), are useful to explore the fol-
lowing three questions: the organization of human se-
mantic (or conceptual) knowledge, human performance 
in semantic processing and the processes of semantic 
retrieval and search. 

1  Methods 
The semantic analysis (annotation) is structural and de-
pendency based[6]. It captures the so-called deep, seman-
tic structure of the sentence. While syntactic analysis has 
to link all words in a sentence into an integrated whole, 
semantic analysis only concerns the relations between 
auto-semantic (content) words. Semantic structure (an-
notation) in this study is similar to the structural analysis 
in Tesnière’s theory[7], tectogrammatical layer in Prague 
dependency treebank[8], DSyntS (deep syntactic struc-
ture) in meaning-text theory[9] and word bank in data-
base semantics[10].  

Figure 1 provides the syntactic and semantic analysis 
of the sentence ‘约翰在桌子上放了三本书’ (John puts 
three books on the table). 
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Figure 1  Syntactic and semantic dependency analysis of ‘约翰在

桌子上放了三本书’. Upper is syntactic, below semantic. 
 
Functional words do not play any role in semantic 

analysis. Therefore semantic network, which is based on 
semantic analysis, does not include functional words 
that are often the most important nodes or hubs in syn-
tactic network. If semantic network excludes functional 
words, it should display different properties from syn-
tactic network. On the other hand, considering the simi-
larities between semantic analysis and conceptual 
graph[11], we can find some statistical properties of con-
ceptual (cognitive) network by investigating semantic 
network.  

Figure 2 shows such difference in an example net-
work, which consists of three Chinese sentences: 约翰

在桌子上放了本书 (John puts the book on the table), 
那学生读过一本有趣的书 (The student read an inte- 
resting book), 那本书的封面旧了 (The cover of the 
book is old). 

 

 
Figure 2  Syntactic and semantic networks of three Chinese sen-
tences. (a) Syntactic; (b) semantic. 

 
Figure 2(a) clearly shows the importance of func-

tional words as linking nodes in syntactic network and 
Figure 2(b) is forming a simpler network. Figure 2 also 
shows that we cannot get semantic network directly 
from syntactic network by removing the nodes of func-
tional words. For instance, if functional words (的, 本, 
在, 了) are removed from Figure 2(a), the network will 
be separated into four subparts. Therefore dynamic se-

mantic network should be built based on semantic 
analysis of a text.  

The network analysis software Pajek was used to ex-
tract the centers of the example networks (net→vector→ 
centers) as in Figure 3. 

 

 
Figure 3  Centers in syntactic and semantic networks of three 
Chinese sentences. (a) Syntactic; (b) semantic. 

 
A working corpus for this study is built from the news 

(xinwen lianbo) of China Central Television. We manu-
ally annotated the working corpus by the scheme on se-
mantic annotation[12]. Final corpus with semantic anno-
tation includes 34435 word tokens in 1486 Chinese sen-
tences. Based on the method proposed in ref. [4], we 
converted the corpus into an undirected Chinese seman-
tic network.  

Figures 2 and 3 clearly show that syntactic and se-
mantic analysis may influence the properties of a lan-
guage network. However, do they make evident differ-
ences from the views of a complex network? Answers to 
this question are discussed in the section as follows.  

2  Results 

The average path length, the clustering coefficients and 
the degree distribution of a network are among the net-
work indicators most frequently investigated for de-
scribing essential properties of the complexity of a net-
work[13]. In this section, these three indicators of seman-
tic network are calculated and discussed.  

In a semantic (language) network, a node represents 
an auto-semantic word, and the edge refers to the se-
mantic relation between two words. Average path length 
〈d〉 is the average shortest distance between any pair of 
nodes in a network. Semantic network’s 〈d〉 is 3.952. The 
maximum shortest path in a network is defined as di-
ameter D of the network. Here it is 17.  

The distribution of the shortest path lengths (Figure 4) 
is drawn based on the histogram of the length of the 
shortest paths between pairs of nodes of a network.  
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Figure 4  Shortest path distribution of semantic network. 
 

Shortest path distribution of semantic network has a 
longer tail than that of syntactic network. Lack of func-
tional words seems to make semantic network have 
greater 〈d〉 and D than syntactic networks[4].  

In a language network, the number of links of a given 
word type is called its degree k. 〈k〉 is the average degree 
of a network, which reflects the combining capacity of a 
word with other words. The 〈k〉 of semantic network is 
7.546, which is similar to syntactic network. Degree 
distributions are defined as the frequency P(k) of having 
a word type with k links. Cumulative degree distribution 
of the semantic network is shown in Figure 5. 

 

 
Figure 5  Cumulative degree distributions of semantic network. 
The cumulative degree distribution was fitted by a power law with 
slope of −1.493, which corresponds to the exponent γ = 2.493. 

 

Clustering coefficient C measures the average prob-
ability that two neighbors of the same node (word) are 
also connected between them. Let ki denote the degree 
of node i, and Ei denote the number of edges among the 
nodes in the nearest neighborhood of node i. Then the 
clustering coefficient Ci of the node i is 2Ei/ki(ki−1). The 
clustering coefficient of the network is given by the av-
erage of Ci over all the nodes in the network. In this case, 
it is 0.0794, which is smaller than syntactic network.  

These essential complexity properties of semantic and 
syntactic networks are summarized in Table 1. Data of 
syntactic networks are from ref. [4].  

Table 1  Main properties of semantic and syntactic networksa) 
Network N 〈k〉 C 〈d〉 D γ Crand 〈drand〉 
Semantic 5903 7.46 0.079 3.952 17 2.49 0.0011 4.55 

Syntactic 1 4017 6.48 0.128 3.372 10 2.40 0.0014 4.66 

Syntactic 2 2637 8.91 0.260 2.996 10 2.18 0.0036 3.83 

a) N, number of nodes; <k>, average degree; C, clustering coef-
ficient; <d>, average path length; D, diameter; γ, exponent of power 
law; Crand, clustering coefficient of random graph; <drand>, average 
path length of random graph. Network “Syntactic 1” has the same 
text genre with “Semantic”, and “Syntactic 2” is based on conversa-
tional text. 

 
If a network has a high clustering coefficient C (〈d〉 ~ 

〈drand〉) and a very short path length 〈d〉 (C>>Crand), it is a 
small-world (SW) network[14]. Following this criterion, 
the semantic network seems small-world, although it has 
smaller C than syntactic network. If the degree distribu-
tion of a network is following a power law, 

 

 ( ) ,γ−∼P k k  (1) 
 

and the constant γ is between 2 and 3, the network is a 
scale-free network[15]. Therefore as shown in Figure 5, 
the semantic network is scale-free.  

Table 1 shows the difference between Semantic and 
Syntactic 1, which is smaller than that between Syntactic 
1 and Syntactic 2. This is an interesting finding, al-
though we do not clearly know which factors make that. 
Syntactic 1 and Semantic networks are built based on 
the corpora with the same genre (news), while Syntactic 
2 uses conversational genre.  

The property on hierarchical organization of a net-
work can be measured in the correlation between the 
clustering coefficient and the degree of the nodes of a 
network. The correlation is expressed through the func-
tion C(k), which represents the average clustering coef-
ficient of all nodes with degree k[16]. Formally, it is de-
fined as the probability that two nodes, neighbors of a 
node of degree k, are linked to each other. Thus it can be 
formulated as a function of the three nodes correlations: 

 

 
,

1( ) ,δ= ∑ i k k
ik

iC k C
N

 (2) 

 

where Nk is the total number of nodes with degree k; the 
sum runs over all possible nodes and δki,k is the 
Kronecker delta, which has values δi,j = 1, if i=j and δi,j 

=0 if i≠j.  
In many real networks, C(k) exhibits a highly signifi-

cant behavior with a power-law decay as a function of k 
that signals a hierarchy in which most low degree nodes 
belong to well interconnected communities, and hubs 
connect many nodes that are not directly connected[17].  
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Figure 6 shows that the distributions of C(k) are very 
skewed, which are not power laws as in other networks. 
The neighbors of a node with degree 1 mostly do not 
link to each other. In other words, a semantic network 
tends to create a longer path length between two nodes 
and a greater diameter than syntactic networks in ref. [2]. 
That makes semantic network a poorer hierarchy. 

 

 
Figure 6  Clustering coefficient C(k) vs. degree k for the semantic 
network. 

 
Another indicator which can characterize the real- 

world networks, is K-Nearest-Neighbor (average neigh- 
bors degree) kNN that measures the correlation between 
the degree of a node and that of its neighbors. A network 
is assortative mixing or assortativity if large (small) de-
gree nodes tend to be linked with large (small) degree 
nodes. A network is disassortative mixing or disassorta-
tivity if large (small) degree nodes tend to be linked with 
small (large) degree nodes. Social networks are typical 
representatives of assortative mixing networks. Biologi-
cal and technological networks are examples of disas-
sortative mixing networks[18].  

Refs. [17,19] have argued that the correct mathemati-
cal way to quantify such a measure is the conditional 
probability P(k′|k) of having a node with degree k′ at one 
side of the edge given that on the other side of the edge 
the degree is k. The degree correlation function can be 
investigated by the average degree of the nearest 
neighbors of nodes of degree k as follows:  
 

'

( ) ' ( ' | ).= ∑NN

k

k k k P k k  (3) 

We used a less strict but more intuitive and simple 
approach proposed by ref. [20], which defined undi-
rected K-Nearest-Neighbor as follows: a node is selected 
and the average degree of its all neighbors is calculated. 
By repeating the procedure for all nodes of the network, 
one derives a pair (kNN, k) for each node, where k is the 
degree of the node. By averaging over nodes with equal 

degree k, one derives the function kNN(k), which allows 
to study the correlation. If kNN(k) grows with k, the net-
work is assortative; if kNN(k) decreases with k, the net-
work is disassortative. A flat curve would indicate the 
absence of correlation.  

Figure 7 shows that there is a weaker correlation be-
tween kNN and k in a semantic network than in a syntac-
tic network[2]. The disassortative property of a syntactic 
network can reflect the relation between content and 
functional words. As a result, the absence of functional 
words makes a flatter curve in semantic network. Ref. [2] 
also observes similar disappearing phenomena of disas-
sortative mixing in Czech network excluding preposi-
tions. 

 

 
Figure 7  The average nearest-neighbor degree as a function of the 
node degree. The slope of regression line is −0.055. 
 

3  Discussion 

Based on the statistical patterns of the semantic network 
and the corresponding E-R random network, we there-
fore conclude that semantic network is scale-free and 
almost small-world. However, semantic network has 
smaller clustering coefficient and greater diameter and 
average path length than that of syntactic networks.  

The greatest differences between semantic and syn-
tactic network are: (1) the correlation between the clus-
tering coefficient and the degree of the nodes, (2) the 
correlation between the degree of a node and that of its 
neighbors. If we consider that such differences come 
from the lack of functional words in semantic network, 
perhaps it is reasonable to consider that semantic (or 
concept) network has a few different structures from 
syntactic and other real networks.  

In this study, we build and investigate a dynamic se-
mantic network, which reflects semantic structure in 
practical language usage and processing. There are also 
a few studies on static semantic networks, such as word 
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associations, WordNet, thesaurus and semantic web[21,22]. 
Static semantic network is a representation of human (or 
world) knowledge system or organization.  

Ref. [21] presents statistical properties of the large-scale 
structure of 3 types of semantic networks: word associa-
tions, WordNet, and Roget’s thesaurus. They show that 
these networks have a small-world structure and a scale- 
free pattern of connectivity.  

The semantic web is the application of advanced 
knowledge technologies to the web and distributed sys-
tems in general. The core of semantic web technology is 
ontology-based representation. Ontology is a shared, 
formal conceptualization of a domain, i.e. a description 
of concepts and their relationships. Therefore it is possi-
ble to build a network based on ontologies. Ref. [22] 
explores semantic web based on the ontologies at 
DAML library. The results show that the semantic web 
has small-worldness and scale-freeness.  

Table 2 shows the main statistical properties of these 
static semantic networks, which are almost small-world 
and scale-free. However, we cannot find the measure of 
two correlations mentioned above in these studies on 
static semantic networks. Therefore we do not know 
whether static semantic network has also a weaker link 

Table 2  Main properties of semantic web and other semantic 
networksa) 

Network N 〈k〉 C 〈d〉 D γ Crand 〈drand〉
Semantic web[22]

 56592 4.63 0.152 4.37  1.48 8.95E−05 7.23
Associations[21]

 5018 22 0.186 3.04 5 3.01 4.35E−03 3.03
WordNet[21]

 122005 1.6 0.0265 10.56 27 3.11 1.29E−04 10.61
Roget[21]

 29381 1.7 0.875 5.60 10 3.19 0.613 5.43

a) N, number of nodes; 〈k〉, average degree; C, clustering coeffi-
cient; 〈d〉, average path length; D, diameter; γ, exponent of power 
law; Crand, clustering coefficient of random graph; 〈drand〉, average 
path length of random graph 
 
than syntactic networks as the dynamic semantic net-
work. It is worthy of further investigation.  

In summary, although some questions are still open, 
the findings of the present study are useful to explore 
whether all language networks have similar statistical 
properties and other questions put forward in the begin-
ning of this paper. Structurally, semantic network is 
more similar to conceptual network in the brain. There-
fore it is worthy of further research on how to find better 
statistical patterns to describe linguistic and cognitive 
universals from the viewpoint of complex networks. 

The semantic treebank was annotated by Guan Runchi. Helpful comments 
come from the anonymous reviewers, Roland Hausser and Li Wenwen. 
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