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ABSTRACT

Modern interactive tools for data analysis and visualisation are designed to expose their functionalities as 
a service through the Web. We present in this paper a Web API (SWIRRL) that allows Virtual Research 
Environments (VREs) to easily integrate such tools in their websites and re-purpose them to their users. The 
API deals, on behalf of the clients, with the underlying complexity of allocating and managing resources 
within a target cloud platform. By combining storage and containerised services, offering analysis notebooks 
and other visualisation software, the API creates dedicated working sessions on-demand, which can be 
accessed collaboratively. Thanks to the API’s support for workflow execution, SWIRRL workspaces can be 
automatically populated with data of interest collected from external data providers. The system keeps track 
of updates and changes affecting the data and the tools by adopting versioning and standard provenance 
technologies. Users are provided with interactive controls enabling traceability and recovery actions, including 
the possibility of creating executable snapshots of their environments. SWIRRL is built in cooperation with 
two research infrastructures in the field of solid earth science and climate data modeling. We report on the 
particular adoptions and use cases.
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1. INTRODUCTION

The combination of cloud platforms and containerised software has become a de-facto standard when 
deploying and managing remote computational services. However, although containerisation has the 
advantage of being portable across infrastructures, it requires specific expertise and special attention when 
reproducibility has to be achieved. This is particularly relevant in modern computational research, where 
not only the data and the analysis methods are frequently updated, but also the computational environment 
where the analysis takes place. In such a context humans make choices and interact with sophisticated 
software agents. This makes the environment evolve, suggesting the need to record the effects of the changes 
in order to restore to a past state, if needed, as well as allowing progress to be shared among peers. Technical 
formats, such as containers descriptors (e.g., Dockerfiles) and environment files can be used to implement 
such use cases. However, they typically overlook the data and require technical knowledge to be used for 
re-enactment. This motivated the implementation of SWIRRL, a Web API that allows the automated deployment 
of computational workspaces. The API’s high-level functions hide the complexity of managing the underlying 
cloud infrastructure, empowering clients to control the execution of workflows (e.g., for data staging) and 
to combine computational and software management services. These consists of processing and visual 
analytic tools that are re-purposed to the users on a determinate but yet extensible collection of data.

With the invocation of the API’s methods, SWIRRL generates provenance information to describe the 
relationships between the different resources involved in the progress of the analysis. Provenance is used 
to assists users in obtaining accurate reproducibility, besides delivering actionable and interoperable 
documentation. Ultimately, our conceptual design and technical solution, approach challenges that are 
of interest for the CWFR. We target the realisation of an infrastructure service that supports literate 
programming [8] and visual analytic in combination with workflows, manages the cloud and fosters 
FAIRness by design.

2. RELATED WORK

Achieving reproducible science is typically addressed at the level of the particular tool that offers computational 
capabilities to data analysts and developers. Tools may consist of domain specific software libraries, [4], as well 
as general purpose workflow management systems [2, 15, 6]. Recently, the interactive environment offered 
by Jupyter Notebook has gained attention because of its advanced literate programming capabilities [14]. 
Although this shows the potential for combining exploration and explanation of new analysis methods in 
a common framework, Rule et al. explain how reproducibility is better achieved when users develop their 
notebooks following general purpose guidelines [13]. Eventually, to really reproduce the analysis, users 
have be familiar with additional systems, (i.e., data and software repositories) [1], requiring them to learn 
new technologies and formats. Obtaining actionable metadata that would also foster the automation of 
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reproducibility via generic systems and protocols, is one of the core aspects of the FDO [3] architecture. These 
concepts are extremely relevant for the design and future refinements of our Web API, which aims at 
empowering Virtual Research Environments (VREs) with reproducible interactive services and traceable data 
management operations. SWIRRL adopts the most recent technologies in the field of microservices and 
provenance management. Its novelty, compared to systems such as JupyterHub and Everware [16], is the 
adoption of provenance information to drive the automated enactment of traceability and reproducibility 
scenarios, besides its data-driven deployment model, which fosters collaborative interactions in focused 
workspaces. Reproducibility is not limited to notebooks, but includes data and workflows. We are currently 
working to extend this capability to other services for interactive visual analysis [9].

3. SYSTEM OVERVIEW

SWIRRL is accessible as a Web API. Our target clients are VREs, looking to extend their functionalities 
with computational services that can be easily integrated and that manage the underlying infrastructure 
autonomously. As a concrete use cases, we shall take into account existing community portals (i.e., EPOS 
Data Portal and Climate4Impact). Both offer scientists a discovery tool for data that is available through 
a variety of distributed data services. Once the users have identified the data of interest, the portals give 
the option to collect, access and manipulate the data onto a dedicated Workspace. At this stage, the SWIRRL 
API comes into play by offering the flexibility to orchestrate and control the workspaces in different ways. 
This is built around four core concepts: Session, Workflow, Service and ServicePool (Figure 1).

Figure 1. Orchestration of Session, Workfl ow, Service and ServicePool in SWIRRL workspaces.
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A Session consists of a read-only Data Volume which is populated and modifiable only via a Workflow. 
Here versioning of the data and provenance associated with the workflow is automatically generated and 
managed. A ServicePool is attached to a Session. It contains a read-write Work Volume and groups one or 
more instances of a Service that offer users specific analysis capabilities. All the services in the pool share 
the Data Volume and Work volume. In the latter, results of the analysis can be jointly manipulated. A 
ServicePool could be visible to one or more users, according to design choices of the particular VRE.

These design principles are translated into general parametrisation controls of the SWIRRL API, to facilitate 
clients in the orchestration of the workspaces. However, given the demand of the EPOS and ENES 
communities, the current implementation offers JupyterLab and the Enlighten Web visualisation tool [9] as 
possible Service instances. The former has become a very popular tool among scientists in multiple domains, 
the latter is a visual analytic tool, which addresses the needs of the EPOS community. Depending on 
requirements, SWIRRL can be extended to accommodate additional tools. New API methods can be 
implemented by simply building on the same contracts and deployment mechanisms developed for the 
other services, with little adaptations to better deal with the characteristics of a particular analysis tool. In 
future, thanks to the contribution of the CWFR initiative, which identifies commonalities in combining, 
describing and reproducing operations performed during the research practice, we foresee improvements 
in the definition of the API to enable a more homogeneous and seamless control of different classes of 
services.

As shown in Figure 2, SWIRRL (which is available in open-source) strongly relies on the containerised 
orchestration of the services it provides. It exploits infrastructures offering a Kubernetes11 cluster to manage and 
distribute containerised applications across a set of computational nodes. Provenance is generated for every 
invocation of the methods of the API. This is achieved by adopting common provenance representations and 
technologies, such as the PROV-Template specification [12] and PROV-Template catalogue12. Once the 
provenance is generated, it gets stored in the Neo4j13 graph database, as this has been already adopted by 
other provenance storage systems [11]. The database is exposed via the SWIRRL API with a collection of 
methods for provenance acquisition and interrogation. The current implementation supports two types of 
queries returning, respectively, (1) a (filtered) list of all the activities performed on a particular Session or 
Service, and (2) the provenance of an activity, given its id. The results are returned to clients in JSON-LD14 
format. In the following sections we will refer to such information showing how it is used to communicate 
changes to the users and support traceability, recovery and reproducibility actions.
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Figure 2. SWIRRL. Components overview.

4. DATA STAGING AND VERSIONING

A Research Infrastructure (RI) could host SWIRRL close to its data archive, minimising the overhead 
brought by transferring the data via the Internet. However, modern RIs often rely on a network of 
geographically distributed data services. This type of architecture, which is motivated by choices that are 
either technical or related to governance, challenges the efficient support of those analysis use cases that 
require access to data which is not co-located. For instance, the EPOS infrastructure is characterised by 
independent and multidisciplinary data providers, while ESGF15 (accessible via Climate4Impact), disseminates 
the most updated and complete collection of climate models data via the distributed services of its federation. 
Acknowledging such scenarios motivated us to include within the API a workflow dedicated to the execution 
of data staging operations, from external providers to a target Session. The Data Staging Workflow takes in 
input a list of data URLs and triggers the download process. The files are saved and organised into the /data 
folder of a session’s Data Volume. This is shared, in read-only mode, within the ServicePool attached to the 
session. With the Data Staging Workflow, clients can always add data or, in case of updates, stage the same 
dataset multiple times. An important characteristic of SWIRRL is that it automatically keeps track of the 
history of the staging operations, detecting and communicating changes on specific data files. This has the 
effect of mitigating the impact of updates to the reproducibility of the scientific analyses, fostering, on 
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the contrary, a consistent comparison of the results across versions. When the workflow downloads a file 
that already has a copy in the Session, the two files are compared to evaluate whether they carry the same 
content. In the case of no changes, the old copy is kept. Otherwise, a new version of the file is saved, 
keeping the old one in a dedicated sub-folder. Besides fostering reproducibility, this approach aims at 
improving the use of storage quotas, by avoiding to save duplicates of unchanged data. Eventually, version 
updates are traced in the provenance and communicated to the users16. The efficiency of the staging 
operations may be improved depending on the metadata offered by the data providers. For instance, the 
ESGF Search17 service delivers a pre-calculated checksum as metadata attribute of each file of the federation, 
alongside its unique identifier. This can be used by the workflow to avoid downloading the data again in 
order to check for updates, thereby saving on computational costs. Data services vary depending on the 
research community. SWIRRL can host different implementations of the Data Staging Workflow depending 
on the characteristics of these services and on the requirements of the portal adopting the API. For 
instance, in Climate4Impact, SWIRRL supports remote data subsetting via a particular implementation that 
exploits remote processing end-points (WPS18). These are available at more locations of the ESGF and are 
interrogated by the workflow to obtain reduced data, moving the computational load at the data providers.

The aggregation of distributed data often brings other challenges associated with access rights. In the 
case of CORDEX data19, we have approached this by implementing Single Sign On (SSO) between 
Climate4Impact, SWIRRL the new ESGF IdEA (Identity, Entitlement and Access management) [5], which 
supports the OpenID 2.020 protocol. SWIRRL’s workflows use the OpenID delegation token to send a 
download request on behalf of the user who owns the workspace. The token is then checked by the IdEA 
system to grant access to the data, according to the user’s rights. This protocol being widely adopted (e.g., 
also by EPOS) will facilitate us to apply this solution to other communities. Finally, all the staging workflows 
are implemented in CWL, taking advantage of the scatter instruction21 to enable the parallelisation of each 
download.

5. AUTOMATING NOTEBOOK REPRODUCIBILITY

Pursuing reproducible research in Jupyter Notebook requires users to adopt general good practices [13] 
and learn how to use complementary systems [1]. We illustrate how SWIRRL assists users in this objective.
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5.1 Updating and Restoring Notebook Libraries

When using Jupyter Notebook it is a common practice to update the underlying environment with new 
libraries or new versions of the already existing ones. SWIRRL detects such an update and records 
provenance of it, see Figure 3. This allows SWIRRL to keep track of the changes, from the creation of the 
Service, recording at each step the collection of installed libraries. Each library is described by its version 
and installation mode (i.e., via the conda or pip package managers). The information recorded in the 
provenance allows users to investigate changes in the environment, especially when these affect the results. 
This can be performed interactively, thanks to the SWIRRL Jupyter Extension (Figure 4), where users can 
decide to rollback and restore to a previous state.

Figure 3. Notebook service: CREATE and UPDATE PROV Templates. Both provenance templates record the 
presence of a particular version of a software library. This allows users to trace and recover the versions of the 
libraries installed across updates of the same Notebook environment, or to compare different environments, for 
instance, when these aim at repeating similar studies.
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Figure 4. SWIRRL JupyterLab extension: interactive panel with monitoring and user controls to manage 
reproducibility and recovery actions. Users browse the activity history to read about changes in the underlying 
environment and trigger restoring actions, as well as access snapshots and workfl ows’ provenance.

5.2 Notebook Snapshots

One of the benefits of using Jupyter is that the analysis methods are documented in the Notebook pages, 
which can be shared and interactively executed. However, to make sure the methods are reproducible, the 
organisation and sharing of the material, such as software dependencies, intermediate results and references 
to input data, require discipline from the author and manual work. SWIRRL reduces the burden on the 
researcher by offering a service that, upon request, automatically generates a reproducible snapshot of the 
current state of the Notebook. A snapshot includes details of the underlying environment, the most relevant 
artifacts produced for and by the analysis, and the URLs of the input data stored in the Session. This is pushed 
to GitHub in the form of a Binder repository, which can be shared and restored in any managed deployment 
of My-Binder22. Restoring directly to SWIRRL is also foreseen and currently under development. Users 
request the generation of a snapshot interactively via the SWIRRL Jupyter Extension (Figure 4). Here they 
can log into GitHub, to store the snapshots in their own account or use an institutional account associated 
with a particular instance of SWIRRL. The URLs of the repositories are always accessible via the Jupyter 
Extension. Snapshots can serve as a personal actionable record or for dissemination purposes. For instance, 
users can tag milestones within their progress that can be re-evaluated and reused in the future or produce 
educational material. The process is concluded with the generation of a provenance data, which makes 
sure that the role of each artifact involved in a snapshot is properly linked and described by rich metadata.
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6. EPOS DATA PORTAL AND SWIRRL INTEROPERATION

The European Plate Observing System—EPOS, is a long-term plan to facilitate integrated use of data, 
data products, software and services from distributed research infrastructures in Europe in the Solid Earth 
Domain. Its innovation potential consists of the capability of integrating distributed heterogenous resources 
from European, National and institutional resource providers, in different thematic communities (e.g., 
Volcanology or Seismolgy), and making them available in one single environment: the EPOS Data portal23. 
Its functionalities enable users to find, pre-visualize and contextualize multidisciplinary datasets. In order 
to access advanced functionalities like processing, visualization and analysis, the system underpinning the 
portal (Integrated Core Services Central Hub—ICS-C) can interoperate with distributed e-infrastructures 
(Integrated Core Services Distributed—ICS-D) where datasets can be further studied, analysed and/or 
processed as part of a workflow. In this section we will discuss a ICS-D based on SWIRRL.

6.1 EPOS Interactive Workspaces

The EPOS Data portal is based on a user-friendly user interface which provides intuitive visualization 
methods and interaction modes that significantly facilitate the discovery and the access to the multidisciplinary 
datasets and services from the thematic communities. Its main functionalities include: (1) Search, by means 
of cross-domain search criteria; (2) Browsing of results; (3) pre-visualization of potential result candidates in 
order to verify whether these satisfy the user requirement; (4) Refinement of results, that can be further sub-
set on the basis of domain specific search criteria; (5) Data access. The latter is accomplished via interactive 
workspaces. Here users store the results of their search, consisting of a set of URLs referencing to particular 
datasets, pre-defined workflows or other assets. They can make use of external e-Infrastructures built with 
the purpose of analysing or visualizing the data, or running workflows. The EPOS Data portal is undergoing 
the integration of SWIRRL in its workspaces to enable the users to accomplish the data research lifecycle, 
from data-discovery to analysis, including the comprehensive curation of their progress (Figure 5). We 
present a scientific use case in the field of seismology to discuss the practical use of SWIRRL in such context.

6.2 Use Case—Do Earthquakes Occur Only in the Crust or Also Below Moho?

The use case that demonstrates the integration of SWIRRL in the EPOS Data portal, has been proposed 
as an exercise in a workshop organised by the EPOS-Norway project24. It interests geophysicists and 
seismologists that use Python and Jupyter Notebook, in combination with Enlighten-web as a tool for visual 
analysis of geological and geophysical data, to answer the question “Do earthquakes occur only in the crust 
or also below Moho?”25. Its realisation encompasses three main steps: a) search and contextualization phase, 
where the user searches for the dataset of interest using the EPOS Data Portal functionalities; b) saving the 

23 https://www.ics-c.epos-eu.org/
24 https://epos-no.uib.no
25 https://earthquake.usgs.gov/learn/glossary/?term=Moho.



252 Data Intelligence

SWIRRL. Managing Provenance-aware and Reproducible Workspaces

26 https://nnsn.geo.uib.no/nnsn/#/
27 https://www.epos-eu.org/tcs/seismology/data-services/emsc-seismological-products-services
28 https://docs.obspy.org/
29 https://pandas.pydata.org/docs/reference/api/pandas.DataFrame.html

selected assets into the EPOS interactive workspace, c) staging the selected assets to a SWIRRL resource, d) 
obtain combined access to data and interactive services. While steps a) and b) are native functionalities of 
the EPOS Portal, the remaining steps are controlled via the SWIRRL API, with the additional support of 
provenance and reproducibility.

More specifically, users connect to the EPOS Data Portal in order to search the seismic events provided 
from the webservices of the Norwegian National Seismic Network (NNSN26), or from other data providers 
(e.g., EMSC European infrastructure for seismological products27), refining the search phase by setting 
appropriate values to the parameters used by the portal to query the different webservices. The data 
endpoints resulting from the search are then stored in the EPOS interactive workspace. Through the use of the 
SWIRRL API, the EPOS Data Portal associates the workspace with a ServicePool and a Session, providing user 
access to services such as JupyterLab and Enlighten-web. Upon request, the workspace generates a file 
containing the data URLs and passes it to the Data Staging Workflow for download. Once the data is staged, 
the researchers implement a Notebook to integrate the seismic data with particular information about the 
Moho depth [10], which can be manually uploaded. To do this, they update the Notebook with the Obspy28 
module and use this to create Pandas DataFrames29 from the datasets in input. Thanks to the shared Work 
Volume between the services in the pool, users can access the DataFrames in Enlighten-web. Here, by 
co-visualising and slicing the two datasets interactively, they obtain visual evidence that the events occurred 
above the Moho (Figure 5). Finally, users can request to generate a reproducible snapshot of their Notebook. 
Thanks to the provenance recordings about the installation of Obspy in the Jupyter environment and about 
the Data Staging Workflow, SWIRRL will generate a coherent snapshot, thereby ensuring that both 
environment and data can be reproduced in the context of the same analysis.
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Figure 5. EPOS interactive-research workfl ow via SWIRRL. After having searched for data, users manipulate and 
visualise seismic and geological data within reproducible workspaces offering tools, such as JupyterLab and 
Elinghten-web.

7. CONCLUSIONS AND FUTURE WORK

SWIRRL hides the complexity of deploying user-facing services on common cloud platforms, allowing 
community portals to obtain data-driven workspaces. This is pursued by taking into account general 
reproducibility and interoperability challenges at level of the workflows and the environments that run the 
analysis tools. We discussed SWIRRL’s particular adoption by community portals, where combining access 
to particular workflows with a flexible orchestrations of the workspaces enable researchers to (a) obtain data 
from federated community services, and (b) conduct custom investigations via different types of tools. At the 
time of the preparation of this paper, workflows are encoded within the API, which manages execution 
queues, deployment, monitoring and provenance recording. Future work will extend the API with a 
workflow registry [7], to improve and broaden the support of common operations.

We have illustrated how SWIRRL assists users in recovery and reproducibility actions of Jupyter Notebook. 
Thanks to the provenance recordings, updates to the software running in the notebooks and the data are 
linked to the the progress of the researcher’s study, who can eventually generate metadata-rich milestones in 
the form of re-enactable snapshots. This is currently being extended to enable the reproducibility of visual 
analytic configurations in Enlighten-web.

Authorisation policies will be further developed. We will enable in SWIRRL the re-enactment of snapshots 
from private repositories, adding access-control mechanisms to enable access to protected input data and 
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provenance by peers. We believe that our approach to the realisation of SWIRRL as a modern e-infrastructure 
service, contributes to address the challenges posed by the CWFR. In that respect, we apply separation of 
concerns between technical and research developers, pursuing the FAIR management of those research 
practices, where humans interact with a variety of systems to achieve their goals.

Outputs of SWIRRL are data products, notebook pages, snapshots and, as part of ongoing work, 
configuration profiles describing visual analytic setups. We envisage that each of these outputs could be 
packaged and delivered as FDOs. These will carry complete provenance traces describing the underlying 
environments, as well as the location of the raw data used for their generation. Such metadata can be 
extracted and encapsulated into the digital object’s metadata layer, or referenced by linking to the provenance 
repository of SWIRRL, which builds on W3C standards. Moreover, the work of CWFR will help in identifying 
those operations that could be translated into more general methods of the SWIRRL API. This would ease 
the integration of additional scientific tools, including the controls of common reproducibility actions, 
fostering thereby the adoption of our system by more research communities.
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