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Dear editor,

Depicting superior punctuality and originality,
Weibo has become increasingly critical and in-
fluential in China for online information acqui-
sition and sharing. However, very few research
has studied Weibo to investigate event summa-
rizing even though most of the published Wei-
bos are event-driven. Besides, we observe that
the existing methods are unsuitable for process-
ing tweets (short-texts with no obvious contextual
relationships) although extensive researches have
successfully extracted summaries from single-long-
documents [1-5]. Thus, effectively summarizing
the antecedents and consequences of events from
massive tweets is still considered to be challenging.
In this study, a timeline relevance model was ini-
tially established to estimate the popular period
of the event. Further, a summarizing algorithm
was designed to mine and summarize the related
events. Finally, the experimental results depict
the superiority of our summarizing algorithm. Our
study can help users to quickly identify and grasp
the event that is related to the topic in a limited
time frame. Furthermore, these methods can also
be applied to other situations, such as multiple
short-text summarization and event detection.

Timeline relevance model. To estimate the start
and end times of topic-related events, this research
constructed a timeline relevance model based on

* Corresponding author (email: leik@pkusz.edu.cn)

(© Science China Press and Springer-Verlag GmbH Germany, part of Springer Nature 2018

the temporal correlation of hot topic queries and
tweeting behaviors on Weibo, which can signifi-
cantly improve the comprehensiveness of the re-
trieval and is critical for detecting related events.

According to the analysis report regarding the
topics of Sina Weibo, the lifecycle of a topic usually
consists of four stages, which are the birth, growth,
mature, and recession. When the popular period
of an event is to be estimated, the following three
aspects should be considered: (1) the initiation of
the birth period of an event; (2) the duration of its
growth and its mature periods; and (3) the termi-
nation of its recession stage. Thus, the features of
these stages in the lifecycle of hot topics are exam-
ined by considering the timeline of the searching
activity for each topic to be the baseline, and the
hourly gap between the duration of the searching
and tweeting activities during different stages are
compared. Table 1 depicts the results, where the
hourly gap is expressed using its absolute value.

Based on the statistical results, a timeline rele-
vance model was further established to estimate
the start and end times of the related event.
Specifically, we let sgrow denotes the start time
of the growth period (when the hashtag on the
popular list emerges), tstart denotes the time when
the topic enters the birth period (the start of the
tweeting activity), sena denotes the end time of the
recession stage (when the hashtag disappears from
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Table 1 The hourly gap between the searching and tweeting activities during different stages

Different stages of the lifecycle

Hourly gap (h) Proportion (%)

|tstart—search (GI‘OWth periOd) — tstart-tweet (Birth peI‘iOd)‘ 1224 76.31
[tend-search (Growth period) — fend-tweet (Birth period)] 3-5 92.54
[tend-search (Growth period) — tend-tweet (Birth period)| 6-8 74.63
the popular list), tenq denotes the end time of the Sim(T, ;) = S(Ua, Up)
tweeting activity, and the duration of the related max{S(U;,U;),i € H,j € H}
event can be defined as [tstart, tend], Where tseart S(T,, Ty)
and tenq can be derived as follows: + : . . (5)
end : max{S(T;,T;),i € H,j € H}
tstart = Sgrow — 12h, (1) S(Ua, Ub) _ |Ua n Ub| ’ (6)
tend = Send + 6h. (2) ll;farHJ TUzl>|
a b
Since it is easy to evaluate the values of sgrow S(Ta, Ty) = m7 (7)

and Send, the period during which the tweets men-
tioning the topics emerged and disappeared was
estimated using the timeline relevance model.

Event summarizing algorithm. Based on the
timeline relevance model, the duration of the re-
lated event was defined as an exploring period
to retrieve the topic-related tweets, and an event
summarizing algorithm was designed to further ex-
plore the ins and outs of the given topic. Particu-
larly, the complete algorithm includes a hashtag
expanding language model, binaryKmeans HAC
clustering algorithm, and user authority based hy-
brid TF-IDF algorithm.

e Hashtag expanding language model. Most of
the “initial queries” in this study were represented
using a single hashtag that was short and had am-
biguous context. Thus, this hashtag would result
in a one-sided retrieval. To enhance the expres-
sion of the query and to associate more relevant
tweets, a hashtag expanding language model with
dynamic pseudo relevance feedback was proposed.

In this study, the “initial query” was expanded
by considering the following two aspects: (1) apply
the method proposed in our previous study that
considers both the similarity of Weibo users and
tweets to calculate the similarity between various
hashtags [6]; (2) based on the observed pseudo rel-
evance feedback, estimate the weight of the various
terms in tweets that were retrieved by the “initial
query”, and further select the top k ranked terms
to expand the “initial query”. Finally, the weight
of a term can be derived as follows:

Wti =X thl + (1 — )\) X Wt7’2. (3)

W, represents the correlation weight of the
term ¢;; W, 1 denotes the similarity between ¢; and
the hashtag (if ¢; is another hashtag), which is de-
rived by

Sim(T,t;), Sim(T,t;) > 0.11,
Wtil{ im(7,¢;), Sim(T,¢;) (4)

0, else,

where S(U,, Up) represents the similarity of Weibo
users who tweeted about the two corresponding
hot topics, a and b; H denotes the set of hot top-
ics; U, and U, represent the set of users who have
tweeted about a and b, respectively. Similarly,
S(T,,Ty) denotes the similarity of various tweets
for the two topics, and T, and T} represent the set
of tweets that mention either a and b.

W+, 2 represents the term weight that calculated
using the pseudo relevance feedback method [7].
First, the initial hashtag was used to retrieve the
relevant tweets. Further, the TF-IDF value of each
word in the related tweet set was calculated. Par-
ticularly, all the tweets were considered to be a
big document when calculating TF. However, each
tweet acts as an individual document while calcu-
lating IDF. Additionally, W;,2 was calculated us-
ing the formula that is given in

Wti2 = TFt% X IDFt%. (8)

Finally, these terms were ranked according to their
Ws, value, and then the terms with higher weight
were selected to expand the “initial query”.

e BinaryKmeans HAC algorithm. To explore
the different aspects of the topic-related event,
a BinaryKmeans HAC algorithm, which combines
the bisecting K-means and agglomerative hierar-
chical clustering, was proposed to cluster the rele-
vant tweets. First, the initial cluster was divided
into two clusters. Further, the two clusters were
repeatedly divided on the basis of higher SSE (sum
of squared error) values into two clusters using
the bisecting K-means algorithm until the num-
ber of clusters became equal to m. Additionally,
we executed agglomerative hierarchical clustering
to recursively aggregate the two most similar clus-
ters into a bigger cluster, until the K clusters were
observed to be sufficiently cohesive. Finally, the
different clusters that were aggregated using Bina-
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ryKmeans HAC can be used to describe the vari-
ous aspects of an event.

e User authority based hybrid TF-IDF algo-
rithm. After expanding the query, retrieving and
clustering the tweets, a user authority based hy-
brid TF-IDF algorithm was finally proposed to ex-
tract the summary from the tweet sets clustered by
BinaryKmeans HAC.

On one hand, the value obtained using TF-
IDF was leveraged to depict the importance of a
tweet by evaluating the importance of every term
that it contained. Considering the particularity
of tweets (short-texts but large in number), a hy-
brid TF-IDF algorithm was proposed to evaluate
the weights of the tweets. For a topic, all the re-
lated tweets composed a complete document when
calculating TF. Further, each tweet was treated
as an individual document when calculating IDF.
The algorithm can be represented as follows:

IO]f(Ti) Wt
W(T) = =0t 9
(1) = 22 )
we, = TFtl X IDFti, (10)

z
TP, = <t (11)
Zk Mgy,

|D|

IDF;, = log =————. 12

W (T;) indicates the weight of the tweet T;, nf(T})
represents the total number of the words in 7;, and
wy, denotes the weight of the term ¢;.

On the other hand, we observe that the partici-
pation of celebrities or authoritative users can sig-
nificantly accelerate the dissemination of related
events. Additionally, we observe that user author-
ity can be reflected on the authority of the tweets
to some extent. Therefore, the number of fans of
the author was leveraged to represent the corre-
sponding authority of the tweet. Combining the
weight calculated using the hybrid TF-IDF algo-
rithm, the author influence of the tweet was also
considered into our calculation. Finally, the weight
of a tweet can be defined as follows:

W'(T;) = W(T;) + Influence(d; ), (13)

[followers

Influence(d;) = - (14)

maxXy,, [followers|,, ’
Evaluation. To assess the performance of our
enhanced event summarizing algorithm, both the
proposed algorithm and the other four typical al-
gorithms were applied to the Weibo dataset. Fur-
ther, their experimental results were compared
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with the referenced summarization annotated by
the artificial method. Finally, the precision, recall
rate, and F1 value of the experimental results were
calculated according to the ROUGE-1 criteria.

The results verify the superiority of our event
summarizing algorithm. Both the timeline rele-
vance model and hashtag expanding ensures the
comprehensiveness of the retrieval. Additionally,
the BinaryKmeans_ HAC and user authority based
hybrid TF-IDF algorithms ensure the diversity
and accuracy of the summary. Therefore, the final
precision and F1 value, especially the recall rate,
have been improved using our proposed methods.

Application. The proposed study for detecting
topic-related events and for extracting core infor-
mation of events can save a lot of time that user
have to spend for searching and retrieving. Fur-
thermore, the proposed methodology can also be
applied to other situations, such as event detect-
ing, and short text summarization.
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